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Forward

We are extremely pleased to report that the Department of Speech Pathology and Audiology at the University
of lowa has embarked on a joint graduate student training and exchange program with Howard University in Washing-
ton, DC. Several graduate students and faculty members will exchange visits and work on joint research projects.

We are indebted to Professor Richard Hurtig, Chairman of the Department of Speech Pathology and Audiol-
ogy, for initiating the exchange and writing the grant application. We are also indebted to the National Institute on
Deafness and Other Communication Disorders for funding the project and appending it to our Center grant.

More will be reported about this new venture in our next progress report.

Ingo R. Titze, Director
November, 1996
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A Three-Dimensional Solution of the Acoustic Wave

Equation in a Model of Vocal Tract

Fariborz Alipour, Ph.D.
Brad H. Story, Ph.D.
Chenwu Fan, M.S.

Department of Speech Pathology and Audiology, The University of lowa

Abstract

The wave equation was solved in a cylindrical
coordinate system for models of the vocal tract correspond-
ing to vowels, /a/, /i/, and /w/. A straight cylindrical model
of vocal tract was built upon area function data for each
vowel. Using boundary fitted coordinates, the vocal tract
shape and its boundary conditions were simplified to a
straight tube. However, this simplification in geometry
resulted in a complicated wave equation in the new coordi-
natesystem. The transformed wave equation was discretized
in space over a 90x21 grid and solved in time using a finite
difference method. The results indicate that pressure con-
tours are typically planarin the narrow regions and nonplanar
in the wider sections. The results of the model have been
compared and validated against the open-open and closed-
open uniform tubes with good accuracy. The predicted
frequency response of this model was also compared with a
wave-reflection type of model.

Introduction

The sound of human speech result from vocal tract
enhancement and/or suppression of various regions of a
source spectrum. The vocal tract shape is, of course,
produced by the relative positioning of the articulators such
asthe tongue, lips, velum, etc., and for any given positioning
of the articulators, the resultant vocal tract shape can be
thought of as continuously changing three-dimensional duct.
However, most theoretical representations of the vocal tract
shape have assumed one-dimensional wave propagation
and consequently reduce the three-dimensional acoustic
duct to a one-dimensional representation, typically called an
“area function”. The one-dimensional approximation has
been used with much success to simulate human speech
sounds (Fant, 1960; Ishizaka & Flanagan, 1972; Liljencrants,
1985; Story, 1995). The combination of a one-dimensional

model and electrical analogy has been a strong tool in
simulating the time-varying vocal tract and digital simula-
tion of speech (i.e. Portnoff, 1973; Maeda, 1982). However,
aone-dimensional approximation to the acoustic wave propa-
gation, by definition, prevents the propagation of any acous-
tic mode other than the plane wave mode. For most voiced
sounds such an approximation is probably quite reasonable.
But any frication noise such as that used for the production
of fricative consonants as well as any high frequency
(>3500 Hz) sound associated with the voiced sound may not
be adequately represented by the one-dimensional approxi-
mation. Thus, for some analyses of the vocal tract acoustics,
the restriction of one-dimensional wave propagation may
need to be lifted.

Two- or three-dimensional wave propagation in
the non-uniform or time-varying ducts has not been studied
extensively and only a few studies can be named. For
example Ling (1976) developed a Galerkin based finite
element method to solve the Helmholtz equation in variable
cross-sectional area ducts and reported some applications of
his method such as the sound field in a bottle-like duct, ina
exponential horn, and in a convergent-divergent duct with
airflow. Also, Astley and Eversman (1978) developed a
finite element method to study the transmission of sound in
non-uniform ducts. Using an eight-node isoparametric ele-
ments, they solved the Helmholtz equation in Cartesian and
Cylindrical coordinates. They reported reflection and trans-
mission coefficients and compared they results with the
method of weighted residuals. -

The only detailed study that used modern compu-
tational methods to solve the wave equation in the vocal tract
models is Lu (1993). He solved the Helmholtz equation with
the 2-D and 3-D finite element method. His calculations of
amplitude and phase of the sound field were compared with
the measured data of Motoki et al. (1988) and showed some
deviation from the plane wave propagation for the vowel /a/
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Now if we consider the wave equation in the new
coordinate system we have:
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where the coefficients q, and a, are replaced later with a’,
and a’, for the cylindrical coordinates as given by:
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Grid Generation

Grid generation is a common practice in modern
computational fluid dynamics and usually is done numeri-
cally by aninverse transformation of coordinates. A detailed
procedure may be found in Knupp and Steinberg (1993).
Here a brief description of the technique is given. Since the
logical space is rectangular, a uniform mesh in the & and n
directions is assumed and by defining the range and the
number of divisions in the€ andn directions, the coordinates
of'the grid points in logical space are become known (Figure
1B). The task is now to find the coordinates of the corre-
sponding grid points in the physical domain. Thisis done by
a Poisson equation solver which uses the boundaries of the
physical domain for its numerical calculations. As an ex-
ample of grid generation, the area function for the vowel /a/

of a male subject from Story et al. (1996) was chosen and
from it the “radius function” was calculated. This function
is based on the assumption of the circular cross-sections and
straightened vocal tract. Prior to grid generation, the digi-
tized data were smoothed by a five-term linear filter (Ham-
ming, 1973). After grid calculations, one fine grid was added
near the wall to facilitate the application of the wall bound-
ary condition. A typical calculated BFC grid is shown in
Figure 1A for the vowel /a/ which has 90x21 nodes in x and
y directions.

Numerical Solution

After the coordinate transformation, the solution
domain is discretized into finite difference meshes, both in
time and space as:
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These equations must be solved at every time step
in space (for all the nodes). To avoid time consuming matrix
inversion, an alternating direction implicit (ADI) iterative
method was used (Hoffmann & Chiang, 1993). In each

iteration, the resulting tridiagonal system was solved for all
the rows and then followed by the columns.

Let:
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For these equation, (14) is solved implicitly for P in the
direction (varyingi index) and (15) is solved implicitly inthe
1 direction (varying j index). This process repeated altema—
tively until a convergence is achieved.

Initial and Boundary Conditions
The solution of the wave equation requires both

initial and boundary conditions. The initial boundary condi-
tions are usually specified at the first two time steps, espe-
cially when we apply an impulse as an excitation signal. For
example, the solution requires specifying the initial pressure
in the whole domain at time zero. The boundary conditions
are dependent on the type of walls and end conditions of the
vocal tract. Usually the vocal tract is assumed to be closed at
the glottis and open at the mouth. Additionally, either the
pressure at a boundary (Dirichlet type) or its derivative at a
boundary (Neumann type) is specified. While Dirichlet type
is easy to apply, the Neumann type involves some transfor-
mation fromthe (x,y) to (§, n) plane. That s, the ‘35 in(x,y)
plane needs to be calculated in (€, 1) plane at specified
conditions. To calculate the normal derivative, we need to
have the expressions for unit vectors. The unit vector of £
direction is: fiee - -

i+ ! =X
wo- 12
e+

(16)

where i~ andj are unit vectors of x and y axes, then the unit
vector of h direction is:
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The gradient of the pressure is:
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The normal derivative of pressure can be calculated from the
pressure gradient (equation 18) and the normal unit vector
(equation 17). In the & direction we have:
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For example, the normal derivative at the glottis (west face,
i=1)is
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This derivative at the vocal tract wall, (the north face in
logical domain, j=ny) is

PP 1@ WP 1P

an ;I; ’azzat 022(70 azzal 2a.

Using equations 21-23, the Neumann boundary conditions
can be applied numerically at every time step.

Validation

To test the accuracy of our numerical method, a
straight tube of 17.5 cm length and 4 cm? cross-sectional
area was used as an initial validation case. The resonance
frequency of this tube with open-open and closed-open ends
can be calculated analytically. The wave propagation in the
tube was solved numerically with this method. A single
square pressure pulse of 10 microseconds in width and an
amplitude of 20 Pascal was used to excite the tube. Figure
2 shows the frequency spectrum of the pressure signal
within the tube with open-open (solid line) and closed-open
(dashed line)ends. These spectrum are obtained by a fast
Fourier transform of pressure waveform near the end of the
tube. The first three resonance of open-open tube were

SSrsee-
“5--1_“‘_-

dB

~

-

\
Lamem e

PR - | SUNTIST WS VT S SEPUN S SR i Y

it
10000

2000 4000 6000 8000
Froquency (Hz)

Figure 2. Frequency spectrum of a 17.5 cm straight tube with open-open
(solid line) and closed-open (dashed line) end conditions excited by a
single square pulse.
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Figure 3. Frequency response of the I-cm’ and 15-cm’ tubes due to a
square impulse at different range of frequencies.

located at 1000, 2000 and 3000 Hz with a frequency resolu-
tion of 40 Hz which indicate a possible uncertainty of better
than 4% compared to analytical solution. Similarly inclosed-
open tube the first three resonance of 520, 1520 and 2520 Hz
were obtained with the same resolution.

To test the capability of the model in resolving the
nonplanar waves, the diameter of the straight tube was
selected at 1 cm? and 15 cm?, and impulse response these
tubes were obtained with our 3-D BFC method. Figure 3
shows the frequency response of these models. The 1 cm?
tube retains its shapes up to 15 kHz as one expect from its
small diameter that makes it one-dimensional. But the 15
cm? tube shows some break up at about 9 kHz .

The next validation case is the comparison of
formants of the vocal tract for the vowel /a/ with the grid
showninFig. 1 A obtained by this (3-D solution) method and
by a one-dimensional wave-reflection type model (Story,
1995). Figure 4 shows the frequency response functions
found from this method (solid line) and a wave reflection
type (dashed line). Both models used a closed-open end and
hard wall boundary conditions with no losses. The firstthree
formants are about 800, 1240, and 2880 Hz from this BFC
method and 817, 1231 and 2834 Hz from the other model
showing a rather close match. However, some deviations
may be observed in the higher formants that could be due to
the limitation of the one-dimensional model. It appears that
the present method is working properly.

Results

The preliminary results are obtained for a straight
tube and vowels /a/, /i/, and /u/ with closed-open ends. At
this stage, the model does not include any loss and walls are
considered hard. The area functions of the three vowels
were obtained from Story (1995) and converted to compu-

Temmme~

@ i
®° : hon "
o :1‘ N o
|‘| |'I : (% 'l :‘l
hoty ] e
Wty I} H '
"l" ' ) " '. \‘
208 ;) AN
Y H -
' L ———— 3.D Solution
S e Plane Wave Solution
[1] 5 Ly ) s it R |
0 2000 4000 6000 8000 10000
Frequency (Hz)

Figure 4. Frequency response functions of vowel /a/ obtained from this
method (solid line) and from a one-dimensional wave reflection tvpe
model (dashed line).
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Figure 5. Pressure waveforms in a model of vocal tract for the vowel /a/
at four critical locations (upper graph), excited by a fully rectified
sinewave of 500 Hz (lower graph).

tational grids. Each model was excited with a single square
pulse as described before and a fully rectified sinewave of
500 Hz. During a 25 ms simulation period, time varying
pressure at.a few points within the vocal tract were recorded
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Conclusions

The wave equation was solved with a new method-
ology and results were compared and validated. The method
described in this paper can be combined with a airflow
model based on the Navier-Stokes equations to include the
effects of airflow turbulence and vortex shedding as a source
of sound. The BFC method is capable of modeling the shape
of the lips (actual shape) that improves the sound radiation.
Although this method is used in the analysis of sound
propagation in the vocal tract, it is capable of solving the
sound fields in rotary machines such as turbofans and
nozzles. The future studies should include the refinement
and extension of this method by including a yielding wall
boundary condition that contribute to the energy loss in the
vocal tract. Also, the glottal flow pulse with different shap-
ing parameters such as open and skewing quotients should
be used to excite the tract. Another possible extension might
be the use of non-circular vocal tract shapes in the future
models.
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Abstract

A set of ten vowel area functions [Story, Titze, and
Hoffman, JASA, in press, 1996] has been parameterized by
an “empirical orthogonal mode decomposition” which rep-
resents each area function as the sum of the mean area
function and proportional amounts of a series of orthogonal
basis functions (i.e. empirical orthogonal modes). Conse-
quently, a compressed version of each area function can be
represented by the amplitude coefficients used to multiply
the mode shapes; each vowel has a unique set of modal
amplitude coefficients. It is shown that four modes can
explain up to 97% of the variance in the area function set,
meaning that each vowel can be adequately represented by
four modal amplitude coefficients. Since each area function
was originally composed of 44 equal-length segments, the
parameterization yields an 11:1 compression ratio. Itisalso
found that pre-processing the area functions with either a
logarithmic or square root operation avoids the possibility
of reconstructing negative areas in the most constricted
regions of the vocal tract. The mean area function was found
to possess a formant structure similar to that of a uniform
tube (i.e. nearly equally spaced formants) suggesting that
empirical orthogonal modes are perturbations on the neutral
vowel shape much like past vocal tract analyses have
considered perturbations onauniformtube (e.g. [Schroeder,
M. R,, JASA, 41(4), 1002-1010, 1966]). The acoustic
characteristics of the two most significant empirical or-
thogonal modes were examined, showing that both modes
tend to increase the first formant as the modal amplitude
coefficients are both increased from negative to positive
values. However, the second formant was found to decrease
in frequency for increasing values of the first mode coeffi-
cientand increased for increasing values of the second mode
coefficient. Finally, a grid of 2500 modal coefficient pairs
for modes 1 and 2 was used to generate 2500 area functions.
The frequency response of each area function was com-

puted and the first two formant frequency location were
extracted. Thus a mapping from coefficient pairs to the F2
vs F1 plane was generated. Within a large range, the
mapping was one to one. This suggested the possibility of
mapping speech waveforms to physiologically-constrained
area functions and a simple example is presented.

Introduction

Articulatery models of the vocal tract have long
been used to transform articulatory parameters, such as the
positions of the tongue, lips, and velum, to an area function;
i.e. the cross-sectional area of the vocal tract as a function of
the distance from the glottis. These models have typically
been defined with reference to the midsagittal plane which
is a convenient reference because of the large body of x-ray
films of speech production thatare available for analysis and
also the apparent physiological correlation between model
parameters and human articulatory structures. Such para-
metric models provide a simple, compressed representation
of the state of the vocal tract at a given point in time.
Articulatory parameters typically are of lower dimension
than a full area function representation, but they are depen-
dent on an accurate transformation from midsagittal dis-
tancetocross-sectional area. Examples of such midsagittally-
based models can be found in Lindblom and Sundberg
(1971), Memmelstein (1973), Coker (1976), and Browman
and Goldstein (1990).

Otherhighly compactarticulatory models are those
of Stevens and House (1955) and Fant (1960), both of which
represented the vocal tract with only three parameters; the
place and cross-sectional area of the main vocal tract con-
striction and a ratio of lip protrusion to lip open area. With
these parameters, the entire area function fromjust above the
glottis to the lips can be constructed by empirically-based
rules.
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Models such as these all depend heavily on the
intuition and experience of the researcher to decide which
features of the vocal tract shape are most significantand how
to provide a numerical description of those features. This
approach has produced valuable tools for synthesizing speech
and for explaining many phenomena in both speech produc-
tion and perception. However, it would be useful to have a
more objective parameterization of the vocal tract shape. An
example of such an approach is found in Liljencrants (1971)
where he sought to explain the midsagittal profile of the
tongue for 10 vowel shapes with a Fourier series represen-
tation. He made three key observations regarding his
collection of tongue profiles: 1) the mean displacement of
the tongue from a neutral position did not significantly
change across vowels, implying a “conservation of mass” of
the tongue body, 2) the fine structure of each profile was
much smaller than that of the overall shape variation, and 3)
many of the tongue profiles showed a strong resemblence to
asinusoid. These particular features suggested that the shape
of the tongue for each vowel could be described by propor-
tional amounts of a standard set of orthogonal basis func-
tions; i.e. a Fourier series. Liljencrants found thatthe tongue
shape could be reconstructed with small error using only a
DC term and the first significant Fourier components. This
representation produced about a 9 to 1 compression of the
original data.

A similar study was performed by Harshman,
Ladefoged, and Goldstein (1977) in which midsagittal tongue
profiles for 10 English vowels were subjected to a factor
analysis. In this case, a specialized 3-way factor analysis
was developed to assist in explaining variations of tongue
shapes from speaker to speaker. The factor analysis re-
vealed two underlying displacement patterns, various pro-
portions of which could be used to reconstruct the original
tongue shapes. Much like the Fourier description proposed
by Liljencrants (1971), the two displacement patterns un-
covered by the factor analysis allow the tongue profile of all
the vowel shapes analyzed to be represented by a set of basic
features (or patterns) and a set of amplitude coefficients that
define each individual vowel.

Using a factor analyis similar to that of Harshman
et al., Jackson (1988) attempted to parameterize Icelandic
vowels. Jackson found that three factors were needed to
describe the Icelandic vowels, with the second factor having
quite a different shape than the second factor given by
Harshman etal. This led to the suggestion that factor shapes
are not universal across languages but are language specific.
However, Nix, Papcun, Hogden, and Zlokarnik (1996) have
re-analyzed Jackson’s data and re-compared the resuits to
Harshman et al.’s results and found that two factors are
actually adequate in describing the Icelandic vowels and
shape of each factor in the re-analysis is remarkably similar
to Harshman et al.’s original factor shapes.

Meyer, Wilhelms, and Strube (1989) have also
used a similar approach to generate articulatory parameters
for a speech synthesizer. Using the data from Harshman et
al. (1977), they computed ten section vocal tract area func-
tions based on midsagittal-to-area transformations. Each
area function was assumed to have a length of 17.5 cm,
giving a spatial resolution of 1.75 cm. Data from Fant (1960)
was also used to supplement their collection. The area
functions were then subjected to an eigenfunction decompo-
sition that yielded three eigenvectors capable of explaining
93% of the variance in the area function set.

The quest for a vocal tract parameterization of this
type is analogous to a Fourier-based spectral analysis of the
acoustic speech waveform in which the sound wave is
described by the amplitudes of the Fourier coefficients
(Harshman et al., 1977). In Liljencrants (1971), Harshman
etal. (1977) and Meyeret al. (1989), the vocal tract shape for
each vowel is described by the amplitudes of a descriptive
set of orthogonal basis functions; in Liljencrants a standard
Fourier series formed the set of basis functions and in
Harshman et al. and Meyer et al. the basis function set was
empirically derived. A similar representation of the vocal
tract area function was reported by Schroeder (1966) and
Mermelstein (1967) based on purely acoustic consider-
ations of perturbing the shape of a closed-end tube of
constant cross-sectional area. They both showed that the
area function could be represented as the sum of a Fourier
series and constant area tube. This representation was
developed in an effort to find a possible mapping from the
vocal tract resonance peaks (poles) in a frequency spectrum
to a specific vocal tract shape. The problem with this
approach is that the formants can only be used to determine
the odd components of the Fourier series; the even compo-
nents were set to zero. However, various sets of non-zero
even Fourier series components can produce widely varying
area functions while maintaining the same formant (pole)
locations in the frequency spectrum. This is the classic
“many-to-one” mapping. The problem of unknown even
Fourier components is equivalent to not knowing the loca-
tion of the zeroes of a vocal tract configuration. This lack of
information about the zeroes is also the primary cause of the
ineffectiveness of extracting vocal tract area functions based
on LPC analysis.

Recently, Story, Titze, and Hoffman (1996) have
reported a set of area functions corresponding to 12 vowels,
3 plosives, and 3 nasals for one adult male speaker. The area
functions were obtained from 3-D reconstructions of the
vocal tract using magnetic resonance imaging. It is the
purpose of this paper to develop a speaker-specific param-
eterization of a subset of those vocal tract shapes using a
technique that decomposes the subset of area functions into
empirical orthogonal modes. The primary goal of this
analysis was to develop a compressed representation of the
vocal tract area functions, but possible connections between
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mode shape and articulation and mode shape and acoustic
characteristics are also explored. It should be stressed that
this empirical “modal™ analysis considers the entire vocal
tract. Thus, the shape of the tongue as well as jaw position,
lip opening and lower pharyngeal structures are all included.
The study is most similar to that done by Meyer et al. (1989)
in which a set of area functions were subjected to an
orthogonal decomposition. However, the area functions
used in the present analysis are from only one adult male
speaker, have been measured from 3-D reconstructions of
each vowel shape, and have a spatial resolution 0f 0.396 cm
(44 sections fora 17.5 cm vocal tract) as compared to Meyer
etal.’s 1.75 cm resolution.

The specific aims of the paper are to: 1) use a
covariance method to decompose ten vowels (i,1, €, &, A, q,
J,V, 0, u) into a set of orthogonal basis vectors from which
specific area functions can be reconstructed, 2) infer some
articulatory meaning to the two most significant empirical
modes, and 3) relate the two most significant modes to
acoustic features in the formant spectrum.

Empirical Orthogonal Moede Decomposition

Statistical techniques that utilize a linear orthogo-
nal transformation to extract prominent features from a
high-dimensional input set to produce a low-dimensional set
of features have been used in many fields, and as a result go
by several different names. Principal components analysis,
Karhunen-Loeve transform, empirical orthogonal functions,
or singular value decomposition are a few of the names used
to identify the method. In this paper, the term “empirical
orthogonal modes” will be used since it implies that basis
functions are derived purely from empirical data and the
term “mode” is used to emphasize a similarity to a modal
decomposition of a dynamical system into natural modes.
Occasionally, the terms “orthogonal modes” or simply
“modes” will be used; these should be assumed to mean the
same as “empirical orthogonal mode”.

Decomposition of a data set into orthogonal modes
transforms a high-dimensional input into a low-dimensional
output consisting of significant, uncorrelated features where
a small number of the features contain most of variance of
the original data set. The method used in this study to extract
modes is given in general terms in Herzel et al. (1995) and
specifically applied to vocal fold vibratory patterns in Berry
et al. (1994). The formulation of the method will now be
given in terms that are specific to the analysis of the area
function set in Story et al. (1996). The notation will be
similar to that used by Herzel et al. (1995) except that the
temporal dimension will be replaced by a vowel dimension,

Each area function in Story et al. (1996) was
reported as a set of cross-sectional areas with a inter-point
spacing of 0.396 cm; the space between data points was

Table 1.

Area functions of ten vowels based on Story et al. (1996).
Each area function has been normalized to a standard length
of 17.46 cm (44 sections x 0.396 cm/section).

The glottal end of the area function is at section |
and thelip end at section 44.

sestion | { ] >3 = A a ) [} o u
1 033 020 1 _023 023 1 033 045 [ X 032 Q.18 040 |
2 0.30 0.18 0.13 026 | o028 0.20 0.28 039 | 017 0.36
3 036 | 016 | 014 | 027 | 023 | 026 | 019 | 035 | 023 | 0329 |
4 033 1 o190 | 019 ! o1z t o015 | o2 ! o040 | | 028 | 044
b] 0.64 [A]] 0.04 0.15 Q17 032 | o007 0356 | 059 0.69
6 0.46 0.67 0.26 0.14 0.33 030 0.30 146 146 215
2 120 | 170 1 108 | 050 L o030 1 033 o018 | 220 1 160 1 300
8 3.14 1.64 1.26 131 1.02 1.05 1.13 2.06 1L 2.72
9 2.89 145 121 134 1.2 1.12 142 | 1.58 082 2.5
| 10 245 | o097 | o906 | 106 1 124 | oms 1.21 Ll | 10 248 |
It 287 0.84 0.72 0.93 082 0.63 0.69 LIl pvzd 4.95
12 3. 1.90 0.74 0.67 0.76 0.39 051 126 271 591
| 026 | 043 130 7 196 549 §

|13 a7z | 235 | o091 | 198 ) 066
225

4 192 2% 1.64 0.80 0.28 0.66 0.98 1.92 5.05

072 1.82 1.77 32 265 302 2.62 1.79 | 032 0.17

15 450 | 321 | 191} 208 | 072 | 023 | os7 | 093 | w1 | 460

.16 | 444 1 337 | 220 1 190 | 066 932 083 166 441
17 447 | 333 | 262 | 235 | 108 | 029 | c3 | 08 | 152 | 3w
18 4.71 3.61 277 292 0.91 0.28 045 0.97 128 3.39
Il 44 1 29 233 1 109 | 040 | 075 | L44 18 |
20 415 | 382 | 3.00 | 376 | 106 | 066 | o060 | 093 | 128 | 3.9
21 407 | 386 | 283 | 3#0 | oo | 120 | 077 | o33 ! 089 | 3
22 ss1 ! 347 | 284 | 360 | 14z | a1ous | o065 | 065 | 125 JLH
23 298 | 300 | 286 | 387 | 139 | 162 | 038 | o095 | 1358 | 208 |
24 210 2.65 244 3.73 155 2.09 0.94 0.99 1.09 2.04
25 169 3 241 | 215 | 323 | 19 | 296 | 202 | 107 | o 142

|26 1 207 | 290 | 324 | 297 | 278 | 290 | 135 | od6 | ag
7 113 1.8 1.84 3.30 246 286 241 1.47 039 0.18
2

| 29

039 | 142 184 | 321 313 325, 234 037 022
30 0.33 149 172 AU 381 4.60 434 268 1.06 025
138

3 0.21 123 145 328 430 5.09 478 336 0.46

2.l oto | o091 | 137 1 36 1 457 ! 602 { s24 ) 398 | 229 ! o
|33 008 | 079 | 136 | 386 | 494 | 655 | 607 | 474 | 29 | or
M 027 | oss | 143 | 386 | 538 |.620 | 708 | s48 | 374 1.33 |

3 o | tue | s | 4us | s7o | 627 | ¢mn | s6o 223
36 | 026 | 148 | 208 | 452 | ss1 | s94 | 620 | 587 245

439
5.38
37 | o4s | 175 | 236 | 439 | 49 | sa8 | sy | 499 | 735 3.1%
L2700
57

o2 | 1os | 2661 477 | 469 | 470 | o6 | 448 | $16 |
39 | o043 | 157 | 238 | 4356 ) 450 | 387 | 420 | 307 | 4 492
0 | o7z | 209 | 195 | 436 | 32 | 413 | 240 | 167 | 275 | 273
41 169 | 186 | 268 | 430 7o | 425 | 184 | 109 | 148 | 121
42 | 206 | 160 | 261 | 455 | 211 | 4227 | 133 | o064 | 068 | 079
43 | 200 ] 135 | 219 | 430 | 1os | 469 | 119 | oas | o039 | od2

Ltdse Lo Lol ol yp | osgs ] g2l ous | _asc)

assumed to represent a cylindrical tube section. The number
of sections comprising each area function was chosen to
most closely represent the measured length of the vocal tract
during production of a given vowel. However, to extract
empirical orthogonal functions, all of the area functions
must be represented as equal length vectors. A length of
17.46 cm was chosen as a reasonable length compromise
over the set of the ten vowels to be analyzed; this yielded 44
element area vectors. Thus, each area function was normal-
ized to be 17.46 cm long and then was resampled with a
cubic spline interpolation to generate a 44 element area
vector. The normalization has the effect of slightly stretch-
ing the shorter vowels and compressing the longer ones. The
normalized area functions are given in Table 1.
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To perform the decomposition of the area vectors
into empirical orthogonal modes, assume that any area
function in the set can be represented by a mean and a
variable part,

A(x,v) = Ag(x) + o (x,v) m

where 4(x,v) is the area function for a given vowel v, 4 (x)
is the mean area function across the data set, o(x,v) is the
variation that is superimposed on4_(x) to produce a specific
area function. The x denotes the index vector [1,2, ... 44]
where | represents the first section above the glottis and
section 44 is at the lips. The vowel-dimension is denoted by
vandv=[l, 2, ....10] represents the vowels ordered as [i, 1,
€,&,A,9,V,0,u] (see Table 1). The meanarea functiond (x)
is computed by,

Ade) = HLA(s9 @

M is the number of area functions included in the analyzed
set. The superimposed variations are computed by subtract-
ing the mean area function from all the area functions in the
input data set,

a(x,v) = A(x,v) — Ag(x) 3.

A covariance matrix cannow be computed using theo(x,v)’s,

R;= 4 g‘ o (x,v)e (x;,v) (ij = 12,...,N) 4

where M is again the number of area functions in the
analyzed set and N is the number of elements in each area
vector (N=44). Normalized eigenvectors ¢(x) can now be
computed from the real, symmetric, covariance matrix (R ).
The empirical orthogonal modes are defined to be the
normalized eigenvectors. The eigenvalues A, of the cova-
riance matrix indicate how much of the total variance in the
input data set can be explained by the corresponding modes.
Defining c,(v) as the amplitude coefficient of the i* mode
corresponding to the v area function, the superimposed
variation defining each area vector can be computed by,
Y

a(x,v) = ¥ c(vie(x) - ®

i=l

The amplitude coefficients are obtained by projecting the
original data set onto the set of modes,

¢;(v) = iga(xi.v)q)l.(xj) (i=1,2,....N) (6)

Once the coefficients have been computed, approximate
area functions can be reconstructed using equations (5) and
(1). A property of a decomposition into empirical orthogo-
nal modes is that they are ordered such that the first ones
capture the most prominent spatial variance. Thus, the
reconstruction of the area functions can be performed by
summing over less than N modes. This provides a compres-
sion of the original area functions from N cross-sectional
areas to much less than N modal amplitude coefficients.

Reconstruction of Area Functions with Empirical
Orthogonal Modes

A graphical representation of the first ten vowels of
Table 1 is shown in Figure 1a while the mean area function
is given in Figure 1b. The four most prominent empirical
orthogonal modes are shown with solid lines in Figure 2; the
dashed lines represent the reflection of each mode across the
zero axis. Cumulative variances for the first ten modes are
given in column 2 of Table 2 and the modal amplitude
coefficients for each vowel are shown in Table 3 . Note that
just four modes account for over 97% of the total variance
inthe set. This means that each 44-section area function can
be closely approximated by only four parameters, providing
asignificant (~11:1) compression of the important informa-
tion. Figure 3 shows reconstructions of the “corner” vowels
N, lal =/, and /w/ using the first four mode shapes and the
coefficients given in Table 3. The original vowel area

0 20
Distance from Glottis (cm)
(@)
8
6 L.
‘%4 .
2 L.
0 R . .
0 s 10 15 20
Distance from Glottis (cm)
(b)

Figure 1. a) Ten area functions for the vowels (i, 1. & &. A 0. 0. V.0
u) and b) mean area function.
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Figure 2. Four empirical orthogonal modes obtained without a pre-
processing operation (the dashed lines are the reflection of each mode
about the zero axis): a) mode 1, b) mode 2, ¢c) mode 3, and d) mode 4.

function is shown with the dashed line. Note that the
reconstructed area functions appear to be closely matched to
the originals except in the regions of tightest constriction. In
these regions the area tends to go below zero. Negative area
values are not possible in the vocal tract and this problem is
aresult of losing some of the information in these regions by
using only four empirical orthogonal modes.

To avert the problem of producing negative areas
in the area function reconstructions, a base ten logarithm
was applied to each original area function prior to perform-
ing the modal decomposition. Taking the logarithm of the
area functions has the effect of expanding the constricted
regions and compressing the more open regions. The area
functions are reconstructed just as they were before except
that an antilogarithm must be applied to the final result. The
first four mode shapes for this case are shown in Figure 4,
cumulative variances for the first ten principal component
vectors are given in column 3 of Table 2, and the amplitude
coefficients for each vowel are shown in Table 4. In this
case, the first four modes account for nearly 95% of the total
variance, a few percent lower than the previous case. Figure
5 shows reconstructions of the vowels /i/, /a/,/&/, and /w/

s s
¢ _ ¢ Table 2.
(K g3 Cumulative variances for the first ten empirical orthogonal modes.
i: g:
1 ]
0 o Mode No. Area Logio(Area) - V(Area)
' s 0 15 » e s 10 13 ) 1 68.46 60.03 66.90
Distancs from Gloatis (cm) Distance from Gloais (cm)
® () 2 87.13 83.02 87.90
. ® 3 94.27 90.72 94.31
‘ : 4 97.22 94.88 96.81
3 i E 5 98.72 97.18 98.39
L g 6 99.21 98.62 99.23
' : 7 99.73 99.60 99.71
.°| . -1 8 99.92 99.90 99.81
[} £ 10 [$] 0 ] H 10 15 -
Dtsasc o G ) mmm::’cuu(m 9 100.00 100.00 100.00
Figure 3. Reconstructions of the four “corner " vowels (no pre-processing 10 100.00 100.00 100.00
operation): a) /i/ . b) /&, ¢) /&, and d) u.
Table 3.
Modal amplitude coefficients corresponding to ten vowels. No pre-processing operation was used.
m —————-—T_-_‘——-ﬂ
€ * a ] U (o] u
-3.9460 | 15183, | 66356 | 9.8041 9.0407 | 4.6589 1.2210 -9.0256
2 1.8631 2..4365 2.8938 5.9207 -0.1328 3.8517 -1.5592 -3.7667 -6.3723 -5.1350
3 -1.7112 -1.9455 -2,.2287 3.9988 -0.5215 1.5295 -1.5786 | -2.7190 1.1167 4.0595
4 0.8768 1.3701
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Table 4.
Modal amplitude coefficients corresponding to ten vowels with the Log, (area) pre-processing operation.

Modal amplitude coefficients comisponding toT;:l:osx;els with the ‘/(area) pre-processing operation.
Mode i 1 € ® A
1 -4.5868 -2.2662 -0.9671 0.6019 2.2705 3.4088 3.0793 1.5314 0.0892 -3.1610
2 0.8701 0.9242 1.1817 2.0505 0.1111 1.2017 -0.4369 | -1.6899 -2.3804 -1.8320
3 | -10200 | 03415 | -03772 | 14780 | 00643 | o532 | 0305 | 08610 | 04413 | 12219 |
4 0.7094 -0.7028 -0.4845 -0.3044 | -0.1079 0.9708 -0.0853 -0.2056 -0.1372 0.3477

using the first four modes and the coefficients givenin Table
4. The dashed lines in the figure are the original area
functions for each vowel. Itis observed that the regions of
the area functions that contain the most error (or are least
well represented) are those with the largest areas. Thus, the
logarithm operation has transferred the error from the con-
strictions to the expansions. Also note that the regions of
constriction are very well represented and that no negative
areas are produced.

Another operation that can be applied to each area
function prior to the modal decomposition is a square root
function. Similar to the logarithm, the square root has the
effect of expanding constrictions and compressing expan-
sions. The square root operation also has as aesthetic appeal
in that the square root of an area essentially produces. the
radius of a circular cross-section, except without the scaling
factor of pi. Thus, taking the square root of each area
function transforms each area function into a “radii” func-
tion. To reconstruct the area functions after the modal
decomposition, the final result neéds only to be squared.
The first four modes are shown in Figure 6, cumulative
variances for the first ten modes are given in column 4 of
Table 2, and the amplitude coefficients for each vowel are
shown in Table 5. In the square root case, the first four
modes account for almost 97% of the total variance whichis
the nearly the same as the first case where no pre-processing
was performed on the area functions. Figure 7 shows the
reconstructions of vowels /i/, /a/,/®/, and /u/ using four
modes and the coefficients givenin Table 5. Itappears that
the area function error is spread out across the entire area

function. Thereconstructions inthe constricted areas are not
as accurate as the logarithmic case but there are no negative
areas (this is guaranteed by the squaring operation required
for reconstruction). The expanded regions are more accu-
rately represented than for the log area case but not quite as
good as for the unprocessed areas. Thus, the square root pre-
processing seems to be a compromise between using un-
processed areas and the base ten log operation.

Significance of the MeanArea Function

It is of interest to discuss the possible connections
between empirical orthogonal modes and the physiology of
articulation. However, before any association between
mode shapes and articulatory configurations is considered,
the significance of the mean area function shape will be
examined. The empirical orthogonal modes resulting from
the area function pre-processing schemes all showed the
same general characteristics, but for discussion purposes the
focus will be on the final case (Figure 6); i.e. using the square
oot pre-processor.

It has often been the case that theoretical analyses
of the vocal tract formant structure begins by considering a
uniform tube, closed at the glottis and open at the mouth,
with formants spaced according to,

nc

F,,=27:

ns= 1:3,5) ves (7)

which for an ideal, lossless tube of length L=17.5 cmand a
speed of soundc =350 m/s will generate formants located at
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Figure 4. Four empirical orthogonal modes obtained with the log  (area)
pre-processing operation (the dashed lines are the reflection of each mode
about the zero axis): a) mode 1, b) mode 2, ¢) mode 3, and d) mode 4.
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Figure 6. Four empirical orthogonal modes obtained with the V(area) pre-
processing operation (the dashed lines are the reflection of each mode
about the zero axis): a) mode 1. b) mode 2, c) mode 3, and d) mode 4.
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Figure 5. Reconstructions of the four “corner” vowels (log,(area) pre-
processing operation): a) /i/ , b) /&/, ¢) /d/, and d) u.

500, 1500, 2500, ....... Hz. The uniform tube is assumed to
produce the acoustic characteristics of a neutral /8/ vowel.
The tube isthen systematically perturbed to shift the formants
up ordown in frequency to produce other formant structures
(Fant, 1960; Schroeder, 1966; Mermelstein, 1967; Mrayati
etal., 1988). A 1.0 cm? uniform tube is shown with the mean
area function in Figure 8a, while the frequency responses of
both area functions, computed with a frequency domain
transmission line technique (Sondhi and Schroeter, 1987),
are shown in Figure 8b. The formant peaks forthe mean area
function occur at similar locations as those of the uniform
tube. The first four formants generated by the mean area
function show an upward shift in frequency relative to those
of the uniform tube while the fifth formant is shifted down

()

Figure 7. Reconstructions of the four “corner” vowels (\/(area) pre-
processing operation): a) /i/ , b) /&/, ¢) /d/, and d) u.

in frequency. Formant frequencies and percent differences
are given in Table 6 for the two cases. Note that the uniform
tube formants do not occur at exactly 500, 1500, 2500, ...
etc., but are shifted because of the inclusion of frequency
dependent losses (e.g. yielding walls and radiation imped-
ance). The first formant is the worst match, with an 18.9
percent difference. Both F2 and F3 show about a 2 percent
difference while F4 differs by 4.8 percent.

The characteristic of the mean area function to
produce formants similar to a uniform tube is a demonstra-
tion of how two (and theoretically more) different tube
shapes can produce essentially the same formant structure.
Consider the mean area function to be a deformation of a
uniform tube. Then the constriction of the mean area func-

NCVS Status and Progress Report * 15



0 5 10 15 20

Distance from Glottis (cn)
@
60 —_—
8 4°{
3 by /
o \ V74N
ER N\ N\ ~_.7 N4
-é.'_ A / ="
.
< ol v/
=20 + . . .
[¢] 1000 2000 3000 4000 5000
* Frequency (Hz)
(b)

Figure 8. a) Mean area function (solid) and 1 cm’ uniform tube (dashed),
and b) frequency response of the mean area function (solid) and 1 cm*
uniform tube (dashed).

Table 6.
First four formant frequencies of a |1 cm? uniform tube and
the mean area function. Percent differences between the two set of
formant frequencies are also shown.

F1 E2 F3 F4

uniform tube 530 1486 2466 3452
mean 2cea finetion 630 1516 2517 3624
%diff 18.9 20 20 4.8

tion in the short region above the larynx is countered with an
expansion at the opposite end of the tract, keeping the
formants in nearly the same locations. This suggests that
vowels are produced by perturbing formants from uni-
formly spaced locations in the frequency spectrumto vowel
formant locations. However, due to anatomical constraints,
the physiological neutral vowel shape is not that of a uniform
tube, but rather a deformed version that can produce an
equivalent neutral vowel formant structure. This suggests
that the mean area function is the neutral vowel configura-
tion and other vowels are produced by imposing perturba-
tions on it. The decomposition of the area function set into
empirical orthogonal modes quantifies these perturbations.
A comparison of the Fourier series representation of the area
function suggested by Schroeder (1966) and the modal
representation presented in this paper show an interesting

similarity. From Schroeder (1966), the area function is

. represented by

no. fmts
Alx)=4A, + Y nmcos(nmx/L) t))
m=1 ,

(after Schroeder, 1966)

in whichV_ is the coefficient determining the magnitude of
the m" Fourier component and L is the vocal tractlength. By
combining equations (1) and (5), the empirical orthogonal
mode representation for any given vowel is,

A(x) = A,(x) + ic,(p,.(x) ®

In equation (8), the area function A(x) is sum of the uniform
tube cross-sectional area and the summation of the odd
Fourier cosine series (a standard set of orthogonal basis
functions) over the number of formants extracted from a
speech waveform spectrum. In Schroeder (1966), 4, is a
scalar value since the area along the length of the tube was
constant. Inclusion of even cosine terms in equation (8) will
not significantly effect the locations of the formants but will
greatly alter the resulting area function. Thus, in theory, an
infinite numnber of area function shapes could generate the
same formant structure. In equation (9), 4 (x) is a spatially
varying vector and A(x) is the sum of A (x) and the
summation of proportional amounts of the empirical or-
thogonal modes (an empirically derived set of orthogonal
basis functions) that contain the majority of the variance in
the input data set. The equation from Schroeder (8) is based
on the theoretically-derived acoustical possibilities of de-
forming a uniform tube, whereas equation (9) is based on the
empirically-derived physiological possibilities of deform-
ing the neutral vocal tract shape. Equation (9) is automati-
cally constrained to generate physiologically realizable area
functions as long as the coefficients ¢, are not extended
beyond the maximum and minimum values obtained in the
modal decomposition.

A Possible Link Between Mode Shapes and Articulatory

Configuration

It would be desirable, although not necessary, to
attach some articulatory meaning to the modes shapes that
were derived by the decomposition into empirical modes.
Since the modal decomposition extracts the most prominent
features orpatterns from the input data setit seems likely that
the most significant modes would contain significant
articulatory information.

The first mode shape in Figure 6 accounts for
66.9% of the total variance in the area function set, which
makes it, by far, the most prominent mode. It has a back-to-
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front asymmetry that, for a negative modal amplitude coef-
ficient, would largely replicate the forward and upward
movement of the tongue and some upward jaw movement.
Equivalently, a positive modal amplitude coefficient would
signify a backward and downward tongue movement and a
dropping of the jaw. Thus it is not surprising that the
coefficients for /a/ and /i/ (the most extreme front and back
vowels) given in Table 5 have the largest positive and
negative values for the first mode in the set, respectively.
However, because each mode encompasses the entire length
of the vocal tract, the structure of the tongue and jaw cannot
account for the complete shape of the first mode. For
example, the shape of the region between 0 and 5 cm is due
to the lower pharyngeal structure such as the epilaryngeal
tube and epiglottis.

The second mode, which accounts for 21% of the
total variance, crosses the zero axis several times and allows
for tract variations in areas in which the first mode has
dimished amplitude, as would be expected for othogonal
modes. Because it can affect a large region in the middle of
the vocal tract it is plausible that this mode captures the up-
down and possible arching motion of the tongue. Note that
the coefficients for the second mode in Table 5 have large
negative values for the vowels /o/, /u/, and /u/ all of which
have a mid-tract constriction. The /A has large positive
cofficient for the second mode combined with a low-valued
first mode coefficient to create a expansion that is slightly
farther back than an /a/. Additionally, the region of the
second mode between 0 and 5 cm defines the shaping of the
epilarynx and the lower pharynx with more detail than mode
1. At the lip end of the vocal tract, mode 2 can exert much
more influence than can mode 1. Hence, mode 2 may also
contain the shaping of the vocal tract corresponding to lip
rounding and spreading. Again, note that the large negative
coefficient values for the vowels /o/, /u/, and /v/, would
generate lip rounding as well as a mid-tract constriction.

Any region in which the amplitude of the mode
shape is close to zero represents a portion of the vocal tract
that changes very little across vowels. With regard to modes
1 and 2, such a region exists from 0 cm to about 2 cm above
the glottis. Both modes have amplitudes close to zero
indicating that the epilaryngeal section does not change
much across the vowels. This, of course, can be seen in
Figure 1a where all ten vowels are plotted together. This
stable region of the vocal tract is what forces the mean area
function to have an expanded oral section. The expansion is
required to maintain a neutral tract formant structure.

Itis of interest to compare the firsttwo modes inthe
present analysis to the two modes (or components) derived
by Meyer et al. (1989). The first two components from
Meyeretal. have been reconstructed from their Figure 1 (p.
524) and are shown with modes 1 and 2 from this study in
Figures 9a and 9b. It should be noted that they subjected
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Figure 9. Comparison of modes 1 and 2 (solid lines) with those reported
by Meyer et al. (1989) (these have been multiplied by -1 and scaled to fit
on the same axis as the modes from this study) (dashed). a) mode 1, and
b) mode 2.

only nine segments of each ten-segment area function to
their eigenfunction decomposition. The lip section was
defined as a separate, isolated parameter. Hence, only nine
sections of their components can be shown in each figure.
Also, the Meyer et al. components have been multiplied by
-1 and scaled to have similar amplitudes to those from the
present study. For both modes 1 and 2, the Meyer et al. study
and the present study demonstrate very similar results. The
first mode (or component) appears to correspond to the
forward-upward and backward-downward movement of the
tongue while mode 2 represents the up-down tongue motion
required to create mid-tract constrictions. The zero cross-
ings for each mode occur in nearly the same place across the
two studies, but the finer spatial resolution of the modes in
the present study is apparent. Itisalso quite apparentthatthe
large positive portion at the lip end of mode 2 (app. 16 cm to
17.5 cm) from the present study is due to lip motion, since
the Meyer et al. components did not include the lips.

The third and fourth modes correspond mainly to
higher spatial frequency detail or the fine structure of the
area function shape, which makes it difficult to speculate on
the possible articulatory connection to these modes. Their
respective coefficients in Table 5 indicate their dimished
significance for reconstructing the vowel shapes.
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Acoustic Characteristics of the Mode Shapes

In Section 4, the mean area function was shown to
have a similar formant spectrumto that of a uniform tube. In
this section the displacement of the mean vowel formant
locations due to the superposition of varying amounts of
modes | and 2 upon the mean area function will be exam-
ined. . Formant spectra were computed with a frequency
domain transmission line method (Sondhi and Schroeter,
1987) from which the first three peaks were extracted by
peak-picking and the formant frequencies determined with
a parabolic interpolation (Titze et al. , 1987).

The firsttestinvestigated the effect of increasing or
decreasing the amounts of mode 1 and 2 in isolation; mode
1 was varied while mode 2 was held at zero amplitude and
vice versa. Additionally, all other modes were set to zero
amplitude. Figure 10a shows the frequency locations of F1,
F2, and F3 as a function of amplitude coefficient for mode
1. The value of mode 1 ranges from 10 percent below the
most negative value in Table 5 up to 10 percent greater than
the most positive. F1 and F2 change in a nearly monotonic
fashion, but in different directions, as functions of the first
modal coefficient. F1 begins at a value of 212 Hz and rises
to 746 Hz, while F2 begins at2267 Hzand decreasesto 1104
Hz. The third formant remains reasonably flat between
coefficient values of -5 to +1 and then shows a slight increase
in frequency out to the final coefficient value. Results of
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Figure 10. Formant frequencies (F1, F2, and F3) as a function of the
modal coefficients: a) modal coefficient 1 was varied while modal

coefficient 2 = 0, and b) modal coefficient 2 was varied while modal
coefficient I = 0.
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varying the mode 2 coefficients, while holding mode 1 at
zero, are shown in Figure 10b. Again, the coefficients range
from 10% below their most negative value to 10% above
there most positive value. The first formant as a function of
the second modal coefficient shows a similar trend of
increase from negative to positive coefficient values as in
Figure 10a. However, the second formant has almost
exactly the opposite trend for the varying mode 2 coefficient
as for the mode 1 coefficient. The third formant also shows
nearly an opposite trend to that seen in Figure 10a but the
effect is much more subtle than for F2. What these tests
show isthat both modes 1 and 2 similarly affect the location
of F1, but oppositely. affect F2 (and to some degree F3).
Thus mode 1 and mode 2 apparently engage in a “tug-of-
war” to precisely position F2 for the production of a desired
vowel quality.

To further investigate the effect of each mode on
the resuiting formant spectrum, it is helpful to compute the
sensitivity functions for the first three formants of the mean
area function. The sensitivity of a particular formant is
defined as the difference between the kinetic energy (KE)
and potential energy (PE) divided by the total energy (Fant
and Pauli,1975),

KE, - PE, (10)
S, = B

where 7 is the section number; sensitivity can be computed

at discrete sections throughout the tract. The sensitivity
function can then be used to compute the change in a
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Figure 11. FI and F2 sensitivity functions with modes | and 2: a) F!
sensitivity with modes 1 and 2, and b) F2 sensitivity with modes 1 and 2.
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Figure 14. F1F2 trajectories for the utterance /iaui/ superimposed on the
FIF2grid of Figure 13b: a) “conversational”” manner, b) over-articulated
manner. The numerical symbols represent specific analysis frames.

in the grid was then used to generate an area function by
equation (9). The formant spectrum for each area function
was computed by the same frequency domain method as was
explained in Section 6 and the locations of F1 and F2 were
similarly extracted from the spectrum. The F1-F2 pairs
corresponding to each modal coefficient pair were plotted in
the F2 vs F1 plane, generating the deformed grid shown in
Figure 13b. As in the coefficient grid, the F1-F2 pairs
corresponding to the ten vowels are shown with solid dots.
Each line connecting formant pairs in this grid represents a
constant value of either the first or second modal coefficient;
i.e. each line is an “iso-coefficient” line.

" The effect is that many formant combinations have
been created that were not in the original set. Qualitatively,
the F1-F2 plane is created by deforming the modal coeffi-
cient grid such that the upper right-hand corner of the
coefficient grid is pulled down and to the right to stretch the
upper portion of the grid and at the same time a compression
pushes the lower right-hand comer upward and to the left.
The upper boundary of the grid shows a saturation in the
form of an apparent folding of the F1-F2 pairs, so that
several pairs of coefficients corresponding to the boundary
would produce nearly the same formant locations for F1 and
F2. The coefficient pairs in the upper portion of the coeffi-
cient grid would correspond to large positive multipliers of
mode 2 which constricts the area function at two points in the
lower pharynx (at about 2.5 cm and 5 cm above the glottis),
widens the area function between about 6.5 cmand 12.5 cm
from the glottis, constricts a region between 12.5 cm and 16
cm, and increases the lip open area.

With the exception of the upper border where
saturation occurs, the F1-F2 grid represents a one-to-one
mapping between F1 and F2 formant locations and modal
coefficients (or equivalently an area function created by the
coefficients). This implies that an utterance consisting of
connected vowels could be analyzed to extract F1 and F2 as
functions of time and each of the time-dependent pairs of F1
and F2 could be mapped back to the modal coefficient grid,

Mode 2 Coefficient
o

-1t
2t
-3 . . -
-4 -2 0 2
Mode 1 Coefficient

Figure 15. Modal coefficient trajectory corresponding to the FIF2
trajectory shown in Figure 14a. The numerical symbols correspond to the
analysis frames indicated in Figure 14a.

and consequently to area functions. Hence, a time-depen-
dentseries of physiologically realizable area functions could
be obtained from the acoustic speech waveform.

An Example of the Speech-to-Area Transform

To test the idea of mapping the locations of F1-F2
pairs back to the modal coefficient grid, two utterances
recorded from the same ‘subject who was imaged for the
original MRI acquired area functions (see Story et al., 1996),
were selected to be analyzed. The two ufterances both
consisted of the series of vowels /iqui/ such that the standard
F1F2 vowel chart will be maximally traversed. For the first
utterance the subject was asked to produce the /iqui/ in a
natural “conversational” mode, while the second production
of /iaui/ was done in an over-articulated style. Each utter-
ance was recorded at a sampling frequency of 44100 Hz in
an anechoic chamber with a Panasonic SV-3700 DAT
recorder and an AKG CK22 microphone. After recording,
the recorded utterances were downloaded digitally via a
Digidesign Audiomedia board installed in a MacIntosh
Quadra 950. The audio files were later read into MATLAB
where a 50 coefficient LPC analysis coupled with a peak-
picking algorithm (see Section 6) extracted the first two
formants at 5 millisecond intervals.

Figure 14a shows the trajectory of the conversa-
tional/igui/ superimposed on the F1F2 grid mesh (shown
with dotted lines so that the F1-F2 trajectory can be better
seen). The “1” and “140” symbols represent the beginning
and end of the utterance, respectively, and the other numeri-
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Figure 16. Series of eight area functions sampled from the 140 frame
sequence of /iaui/.

cal symbols represent specific analysis frames that are
discussed later. The over-articulated version is similarly
shown in Figure 14b. The F1F2 trajectory for the conversa-
tional version lies comfortably within the F1F2 mesh and
thus can easily be mapped into corresponding mode 1 and 2
coefficients. However, the over-articulated version pro-
duced a F1F2 trajectory that moves outside the boundaries
of the generated FIF2 mesh. For the portions of the
trajectory outside the mesh, any mapping back to modal
coefficients is necessarily deficient because no combination
of the two modal coefficients would produce F1F2 pairs in
those regions. This is, however, expected since the original
area functions derived from MRI were suspected to be
slightly centralized due to subject fatigue during the long
image acquisition (Story et al., 1996). Additionally, the
decomposition of the area functions into empirical orthogo-
nal modes required that all vowels be normalized to one
length. Thus any vocal tract length changes such as lip-
rounding/spreading or larynx raising/lowering are not rep-
resented by the empirical orthogonal modes. Over-articu-
lated speech would almost certainly use these articulatory
manuevers to excessive degrees. Nonetheless, for conver-
sational type speech the mapping from F1F2 pairs back to
modal coefficient pairs may be useful.

The F1-F2 trajectory shown in Figure 14a was
mapped to the modal amplitude coefficient mesh in a least
squares sense. This F1-F2 pair was then matched to its
corresponding modal coefficient pair. In Figure 15, the
coefficient trajectory is shown for the corresponding F1-F2
trajectory in Figure 14a. Again the “1” represents the
beginning of the utterance, 140" the end, and the numerical
symbols and adjacent dots are the coefficient pairs that
correspond the frame numbers in Figure 14a. The coeffi-
cient trajectory has a jagged characteristic due to forcing
each F1-F2 pair extracted from the speech utterance to a

discrete point in the F1-F2 mesh. A smoother mapping
could be realized by interpolating within mesh cells, but for
this preliminary study a simple minimum distance criterion
was assumed to be adequate. The general shape of the
coefficienttrajectory is similarto that of the F1-F2 trajectory
but rotated by approximately +45 degrees. The coefficient
trajectory can now be used to generate area functions, using
equation (9), with the same time interval that the first two
formants were extracted from LPC spectra of the original
speech. This series of area functions could be fed into a
speech simulator (or articulatory synthesizer) coupled with
a voice source to produce a simulated version of the original
utterance.

Figure 16 shows a series of eight area functions
sampled from the 140 frame sequence of /iqui/. The
numerical symbols shown in Figure 14a are the sampled
frames and their frame number is indicated at the top of each
area function plot. Frame 1 is the starting “i” -like vowel
which evolves into an “a” -like shape by frame 60. The
shape then changes into a more of an “u” by frame 110.
Frames 125 through 140 represent the transition back to the
“i” -like vowel.

Discussion

Decomposition of a set of ten area functions (Story
et al., 1996) into empirical orthogonal modes provides a
parameterization that compresses each 44-section vowel
area function into a set of four “modal” coefficients with
minimal loss of information; the four empirical orthogonal
modes explained approximately 97% of the variance. How-
ever, to avoid producing negative areas in highly constricted
portions of the area function, either a square root or log base
ten operation should be performed on the area function set
prior to the orthogonal mode decomposition. Accordingly,
the final step in reconstruction then must be the inverse of
these two operations. While both pre-processing operations
ensure the absence of negative areas, the logarithmic opera-
tion did not reconstruct the expanded portions of the area
functions with the same fidelity as either the unprocessed
areas or the square root areas. The log operation shifted the
error from the smallest areas to the largest. The square root
operation, which effectively turns each area function into
“radii” (except for a scaling factor of 1), was deemed to be
the most useful since it guarantees no negative areas (be-
cause of the final squaring operation) and its reasonable
reconstruction of the larger, more open area sections. Thus,
each area function can be reconstructed from four modal
coefTicients, four orthogonal mode vectors, and the mean
“radii” function.

The primary goal at the outset of the this study was
to develop the parameterization of the vowel area function
set. However, finding the mean area function to have a
similar formant structure to that of a uniform tube suggested
that the empirical orthogonal modes could be considered as
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perturbations on a neutral vowel - that is a physiologically-
realistic neutral vowel. The area function for this neutral
vowel, along with the empirical orthogonal modes ( a set of
orthogonal basis functions) could be considered an empiri-
cally-based physiological equivalent to the Fourier series
representation (also a set of orthogonal basis functions) of
the area function proposed by Schroeder (1966) and used by
many researchers since. It would also be useful if some
physiological meaning could be attached to the shape of
each empirical orthogonal mode. With the data presented in
this paper there is no way to quantitatively determine which
articulatory movements might be captured in each orthogo-
nal mode shape. But since the empirical orthogonal mode
decomposition extracts the most prominent features from
the input data set, it is useful to at least speculate on the
articulatory motions that might be captured in the most
significant modes. The asymmetrical shape of the firstmode
is almost certainly due to front-back tongue movements
while mode 2 appears to capture both the up-down tongue
motion and lip opening and closing. The remaining higher
and less significant modes fill in much of the fine detail in
each area function but their shapes do not lend themselves
easily to any articulatory interpretation.

Since the first two modes account for 88% of the
total variance in the area function set, the articulatory
movements captured in those modes would likely be the
primary mechanisms of perturbing the formants of the
neutral area function. Hence, the amount of each of the first
two orthogonal modes imposed on the mean area function
were varied in isolation to demonstrate the acoustical effect
of each mode by itself. It was found that F1 increased in
frequency with an increase in the amplitude of mode 1 or
mode 2, and interestingly F2 was moved down by increasing
mode 1 and up by increasing mode 2. A calculation of the
F1 and F2 sensitivity functions for the mean area function
showed that both modes 1 and 2 were positively correlated
with the F1 sensitivity function and oppositely correlated
with F2 sensitivity, but with nearly the same absolute value.
Modes 1 and 2 seem to be shaped so that they efficiently
exploit the most acoustically sensitive regions of the neutral
vowel and the tendency for modes 1 and 2 to act coopera-
tively for F1 and in opposition for F2 allows an efficient
coding of the first two formants by unique combinations of
modal coefficients. A mapping of a 2-dimensional grid of
modal amplitude coefficient pairs to a deformed grid of
F1F2 pairs showed that each coefficient pair, within a
reasonable range of values, could be mapped to a unique
FIF2 pair. Thus, the selection of any combination of
coefficient pairs is also a selection of a unique F1F2 pair.
This property leads to the possibility of mapping formants
extracted from a speech signal to physiologically realizable
area functions and was shown to be moderately successful in
doing that with the vowel-only utterances /iqui/.

By understanding the acoustical consequences of
imposing the empirical mode shapes upon the neutral vowel,
a parsimonious model of vowel production (at least for ten
vowels) can be suggested. The articulatory movements are
largely captured in the first two empirical orthogonal mode
shapes which have an effect along the entire length of the
vocal tract. The degree to which they are used can be
specified by their respective coefficient values. Thus, a very
simple model for simulation of speech production could be
depicted as a time-dependent voice source specified by the
desired fundamental frequency (Fo) and amplitude (Ao);
glottal flow pulse shaping parameters such as skewing and
open quotients could also be specified to control the voice
quality. Thetime -dependent articulation could be governed
by the choice of two coefficient values (c, and c,) by which
the orthogonal modes will be multiplied. The selection of a
given pair of coefficient values is also a selection of a unique
pair of F1 and F2. This model lumps the typical articulatory
specifiers such as tongue tip, tongue body, lip positions, etc.
into a modal representation such that the empirical orthogo-
nal modes “package” a specific orchestration of the
articulatory musculature. This is reminiscent of a statement
made by Coker in his 1976 paper:

“Linguistic control appears to be organized around
the modes of articulatory response. The reason is
probably nothing more than the physical separa-
tion of articulators. But there would be tendencies
for languages to align themselves around modes,
even without physically separate articulators. A
mode-oriented control strategy is simplest to learn

. in this domain, cause and effect are most directly
associated.”

The modes to which Coker was referring were based more
on the natural response of individual articulators but the idea
that linguistic control could be organized around some
“natural” articulatory modes is attractive. Are there “natu-
ral” modes that serve as building blocks of linguistic ges-
tures? Only a speculative result can be given at this point but
in studying other vibratory and natural phenomenaiitis often
the case that movement and/or vibration is composed of
fundamental modes. Classical modal analyses of strings,
membranes, bars, air columns, etc. always show fundamen-
tal modes of vibrations. Berry et al. (1994) have found,
using a similar decomposition of input data into empirical
orthogonal modes, that the vocal folds, even though they
possess complicated tissue layers and boundary conditions,
typically vibrate with combinations of just a few fundamen-
tal vibratory modes. It would seem parsimonious that vowel
production (and possibly speech production in general)
would be organized around a few fundamental articulatory
modes, especially if those modes efficiently exploit the
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acoustic modes (i.e. sensitivity functions) of the vocal tract.
This idea is not new of course. Based on the factor analysis
of tongue shapes, Harshman et al. (1977) suggested that
vowel production might be organized around two prominent
factors extracted from the input data. Jackson (1988) also
suggested that a factor analysis of Icelandic tongue shapes
yielded three fundamental factors (although this conclusion
has recently been refuted by Nix et al. (1996)) that could be
used as building blocks for the vowels. He referred to the
factors as “core articulatory primes”. It must always be
remembered that any statistically-based pattern extraction
has the characteristic that the patterns or modes found are
those that have been excited within the system. There may
be other natural modes that exist within the system but may
not be excited or utilized for the purpose at hand.

To restate the limitations of this study, the results
obtained were based on ten vowel area functions obtained by
magnetic resonance imaging of one adult male speaker
(native of the midwestern United States) making the results
speaker dependent. However, the similarity of the mode
shapes to those derived by Meyer et al. (1989) (see Figure
10) suggests that similarly shaped modes might be expected
for other speakers. All of the vowels were normalized to one
standard length which destroyed any information about
vocal tract length changes such as lip rounding/spreading or
larynx raising/lowering. Additionally, since only ten vow-
els were subjected to the analysis, the effect of consonantal
area functions on the results and subsequent conclusions are
unclear.

Even with the limitations cited, the parameteriza-
tion of the vowel area functions provides a compact system
by which to specify commands that can be used to simulate
vowel production with some type of the speech simulation
model (e.g. Liljencrants, 1985; Sondhi and Schroeter, 1987;
Story, 1996). The quality of the simulation can be enhanced
by directly mapping from F1F2 pairs extracted from natural
speech to physiologically realistic area functions and using
those area functions to simulate the original speech.
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Using standard transmission line theory (see, for
example Flanagan, 1972; p. 52, equation 3.53), the input
impedance to the mouth section can be written as

Z,,coshyL, + iﬁsinh vL,
z = ££ = )
o ./-piscoshy‘l‘m + Z ,siohyL,

where p is the density of air and z_ is the radiation imped-
ance atthe mouth end. The radiation impedance is also given
by Flanagan and can be written as

z, - Pf{pdl—f(mm)-m . @

In an identical fashion, the input impedance to the
nasal section is

Z_coshyL, + -Z—C-Sinh)’l-,,
z = PS¢ d , ©®
4, -"—;—"-‘coshyL,l + Z sinhyL,

where

z, = p/[p+ jl—:(nAn)'m . )

Continuing downward in the impedance calcula-
tion of Figure 3, the impedance at the end of the pharynx
section is now the parallel combination of the mouth and
nose input impedance,

L4

Zp = T ™
™ ZM + ZI!

Using the transmission-line equation again, the input imped-

ance to the pharynx is

pe .
Z,,coshyL, + Tsmhpr
z = P 2 . 3
P A pc .
P -Z—coshpr + Z,,sinhyL,
P

The input impedance to the piriform sinuses is simpler
because the termination impedance of the sinuses is infinite
at the closed end. If we assume that the two sinuses are
identical, then a single cross-sectional area4_can represent
the sum of the two cross-sectional areas, and

z - bpeooshrk, ®
s .
A, sinhyL,

Once again, the parallel combination of Z and Z,
can be computed as

V4
Z. = L , 10)

and the final expression for the input impedance to the vocal
tract becomes

Z, coshyL, + £ sinhyL,
z - £¢ 4. . oan
A c .
e —i—coshch + ZpssmhyL,

e

We now choose a nominal configuration around
which the parameter variation will be carried out

4, = 0.5 cm? L = 3.1744cm
4, = 1.0 cm? L = 23808cm
Ap = 3.0cm? LP = 47616 cm
A = 0.0 cm? L = 11.1104cm
A = 30cm’ L = 95232cm
}
Zem
e~ Am
La
!
X Za —> An Za —>
Lp €« Ap -
ZPT
Zs —>» As
L Ac
4 a)
Zi

Figure 3. Schematic diagram of an acoustic transmission line with a
narrowed epilarynx at the bottom and two side branches.
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None ofthe areas are constant asa function of length in ahuman
vocal tract (Story, 1995; Story, Titze & Hoffman, 1996; Dang
& Honda, 1996) but in the calculation they are chosen constant
to limit the number of parameters. The lengths are chosen to
correspond to integral numbers of discrete sections of the vocal
tract to be discussed later. Note that the nominal configuration
has a closed nasal port, but the piriform sinuses are open. In
various plots to follow, the nominal configuration will always
be represented by dashed lines.

Figure 4 shows the magnitude of the transfer function
(in dB), the magnitude of the input impedance (in dB), the real
. part of the input impedance (in dyn-s/cm®), and the imaginary
part of the input impedance (in dyn-s/cm®). The solid curve on
each plotillustrates the case without a narrowed epilarynx tube.
With this uniform tube (4_ = A4, =3.0 cm’), there are roughly
equally-spaced formant frequencies near (2n-1) (501) Hz, the
quarter-wave resonance frequencies fora 17.46 cmtube, but the
formants are detuned slightly because of radiation impedance
and the piriform sinuses. This detuning will be discussed later.
For the moment, the most important observation is that the
reactance curve (bottom right) crosses the zero line at the
formant frequencies, alternating between positive (inertive)
reactance and negative (compliant) reactance. Also, both
resistance and reactance are generally low.

With a narrowed epilarynx tube (4 =0.5 cm?, dashed
lines) the magnitudes of all the functions are generally higher
throughout the frequency range, particularly in the 2500-3500
Hz region. The resistance (real part of input impedance) rises
sharply for the third and fourth formant, while the reactance is
generally more positive (inertive) below 2500 Hz and generally
more negative above 2500 Hz. Theincreasedinertive reactance

4000 5000

1000 2000 3000
Frequency (Hz)

Figure4. Magnitude of the transfer function, magnitude of inputimpedance,
resistance (real part) and reactanc (imaginary part) of the input impedance
for the idealized transmission system shown in Figure 3. Solid lines are
Jor A, = 3.0 cm? (a wide epilarynx tube) and dashed lines are for A, = 0.5
cm? (a narrow epilarynx tube).

below 2500 Hz is highly significant because inertive reactance
facilitates vocal fold oscillation, as will be shown later. Earlier
analysis (Titze, 1988) has shown that inertive reactance effec-
tively becomes negative resistance for small oscillation of
glottal airflow and vocal fold tissue.

Figure 4 also shows that the first three formant fre-
quencies for the narrowed epilarynx are raised in comparisonto
the uniform tract. But the fourth and fifth formant frequencies
are lowered. The narrowed epilarynx tube therefore “attracts”
all formant frequencies toward the 2500-3000 Hz region. This
attraction of all the formant frequencies toward a single fre-
quency focus was noted by Sundberg (1974) in his analysis.

If we consider the epilarynx tube to be a separate
quarter-wave resonator, its uncoupled formant frequencies are

= On-1-E (123)
F, = (2n-1) i
= (@n-1) 22000cmjs  (12p)
(4)(3.1744) cm

(12¢)

(2n-1) 2756 Hz

We can say, then, that the first five formant frequencies are
attracted toward F, (2756 Hz, represented by the left-most
vertical dotted line in Figure 4). In the limit, as A, becomes
very small, the epilarynx tube has its own series of formants
as given in equation 12c, with the formants of'the larger tube
(the vocal tract) becoming insignificant.

Note that the transfer function (upper left) has a
spectral zero at 3675 Hz, the resonance frequency of the
piriform sinuses (second vertical dotted line). Using again
the quarter-wave resonator formula, a collection of reso-
nance frequencies is predicted at

c
F, = @n-1
m = @

S

13)

The first resonance frequency F, is at 3675 Hz when L =
2.3808 cm, the nominal value selected above. Atthis piriform
sinus frequency, there is a large energy exchange between
the epilarynx tube and the sinuses, but little of this energy
gets into the upper vocal tract and out of the mouth. The
energy is dissipated within the vocal tract, as the transfer
function shows. But the input impedance is not affected by
this energy exchange, showing nothing remarkable in the
3675 Hzregion, neither in terms of resistance nor reactance.

Dangand Honda’s spectral zero was slightly higher
(about 4000-4200 Hz) because they measured a piriform
sinus length of slightly less than 2.0 cm on a human subject.
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Figure 5. Magnitude of the transfer function, magnitude of inputimpedance,
resistance (real part) and reactance (imaginary part) of theinputimpedance
for the idealized transmission system shown in Figure 3. Solid lines are for
L, =L (length of piriform sinuses equals length of epilarynx) and dashed
lines are for the nominal configuration.

The length chosen here was dictated by a need for an even
number of cylindrical sections of a wave reflection model
(to be discussed later). The difference is not of fundamental
importance, giventhe variability in laryngeal anatomy among
humans.

An interesting situation arises when the length of
the piriform sinuses is the same as the length of the epilarynx
tube. A resonance and an anti-resonance (a pole and a zero)
are then juxtaposed. This situation is shown in Figure 5
(solid lines). Note that the transfer function shows no effect
of the zero anymore, but the input impedance rises to a
maximum at the combined resonance frequency (F,, = F, =
2756 Hz), which is very close to F, of the vocal tract. The
low frequency region is basically unaffected, except for a
small reduction in F,.

Total elimination of the piriform sinuses has a
similar effect. Asshown in Figure 6 (solid lines), the zero is
obviously removed from the transfer function, and the input
impedance is again raised slightly; another effect is that ,
andF, are raised (relative to the nominal configuration). We
conclude, therefore, that the piriform sinuses have the effect
of “repelling” the formants on both sides of their resonance
frequency. They pushF,toF,lower andF higher. F, is not
affected by this push because it is highly “attracted” by the
epilarynx resonance.

Consider now a widened pharynx in additionto the
epilarynx tube and the piriform sinuses, as in the opera
quality. In Figure 7 (solid lines), A, was increased from 3
cm?to 6 cm?. Given that4_ was still 0.5 cm?, the 4 /4, ratio
was now 12 instead of 6. Note that this w:dene(f pharynx
lowers F, and raises F,. This is well known from basic
acoustic theory of an/i/ vowel, which has a widened pharynx

Magnitude of Transter Funcion

Magnitude of tnput Impedance

0 1000 2000 300 4000 5000

Froquency (Hz)

Imegnary Pan of inpit impedance

Reectance {Dyn-sicmb)
o

TP 1000 2000 3000 4000 000
Froquency (Hz)

Figure 6. Magnitude of the transfer function, magnitude of input
impedance, resistance (real part) and reactance (imaginary part) of the
input impedance for the idealized transmission system shown in Figure
3. Solid lines are for no piriform sinuses and dashed lines are for the
nominal configuration.

Magraude of Transter Function

J
4000 5000

Figure 7. Magnitude of the transfer function, magnitude of input impedance,
resistance (real part) and reactance (imaginary part) of the inputimpedance
Jor the idealized transmission system shown in Figure 3. Solid lines are
Jor a widened pharynx (A = 6.0 cm?) and dashed lines are for the nominal
configuration.

relative to the oral tract. A more interesting result is that the
resistance is lowered at F, and F, but raised at F,. Further-
more, the reactance curve is smoothed out (less ripple) inthe
F, and F, regions and also rises to a large peak at F, (near ‘
2500 Hz). F,on the other hand, is reduced in both resistance
and reactance. Thus, the combination of a narrow éepilarynx
tube and a wide pharynx is ideal for maintaining a positive
and steadily rising inertive reactance from 0-F, , but at the
expense of a more compliant reactance above F,,. This is

NCVS Status and Progress Report » 29



IMM(GBI
S s.o3 3888

[} 1000 2000 3000 4000 5000
Frequency (H2)

tmaginasy Part of input tpedance

i

Resistence (Dyn-s/cmb)
g

0 1000 2000 3000 4000 5000
Frequency (42}

Figure 8. Magnitude of the transfer function, magnitude of input
impedance, resistance (real part) and reactance (imaginary part) of the
input impedance for the idealized transmission system shown in Figure 3.
Solid lines are for an open nasal port (A = 10 cm®) and dashed lines are
Jfor the nominal configuration.

important for self-oscillation conditions. A positive reac-
tance, combined with a low resistance in the low frequency
range, reduces the oscillation threshold pressure. This will
be demonstrated in Section IIL

If the pharynx is narrowed (to say 1.0 cm?), the
opposite effects occur. Low frequency resistance increases,
reactance is more fluctuating (even going negative), and F,
exchanges its level of prominence with F,. This is the
condition forbeltquality. The increased resistance probably
accounts (at least in part), for the greater lung pressures used
in this vocal quality.

As a final impedance calculation, consider the
effect of the nasal tract. As shown in Figure 8 (solid lines),
opening the nasal port to 1.0 cm? and maintaining a uniform
nasal tract at this value adds some predictable zeros to the
transfer function. Since the tube is open at both ends, the
resonance frequencies are at

D)

nc/2L, = n(1575)Hz

Note that the first three of these zeros are seen in Figure 8 at
1575 Hz, 3150 Hz, and 4725 Hz.

The input impedance shows no profound changes
with nasality, but there are a few minor observations. An
extra ripple is seen in the F, region (both in resistance and
reactance) because the nasal zero is close to F,. Also, the
zero at 3150 Hz pushes F;and F/,downward a bit (recall that
a zero repels a nearby formant).

Effect of Vocal Tract Impedance on Oscillatory

Conditions

The effect of vocal tract impedance on vocal fold
oscillation was discussed previously in analytical terms
(Titze, 1988). The results are restated here to relate them to
the new findings. Neglecting the subglottal system, the
pressure-flow equation was written as

P, = %k,pUzlA: +RU+IU , (15
where P, is the lung pressure, £ is a transglottal pressure
coefficient (determined empirically to be about 1.1), A is
the glottal area, Uis the glottal flow, Uisthe flow derivative,
and R and 7 are vocal tract input resistance and inertance,
respectively. This equation is a nonlinear differential equa-
tion in U that can, under certain conditions, produce an
oscillatory solution. By relating the glottal area 4_to vocal
fold displacement, mass, stiffness, and damping of asimple
one-mass oscillator, it was shown that the oscillation thresh-

old pressure is
1 B}
—k ol —
2P (21,1)

where B is the viscous damping coefficient of vocal fold
tissue and Lis the vocal fold length. The assumption was
made in this derivation that vocal tract resistance R was
small in comparison to vocal tract reactance [ at the
fundamental frequency of oscillation (®, = 2%F).

This assumption of small resistance is valid only if
the resonance qualities (Os) of the formants (and epilaryngeal
and piriform sinuses) are greater than about 10, which is
evident from the impedance and transfer function curves in
Figures 4-8. (A resonance Q is defined as the ratio of the
resonance frequency to the resonance bandwidth, + 3 dB
down from the peak.)

Consider now a low-frequency approximation
to the input impedance Z, as given in equation 11. If the
epilarynx is narrow (0.5 cm? or less) and the expansion
into the pharynx is wide (3.0 cm?® or more), then Z_ = Z,
is negligible in relation to pc /4_. Furthermore, for low
frequencies, sinh (YL ) = YL, and equation 11 reduces
to

P, = (16)

z, = £591, . an

Substitutingy from equation 2 and S from equation 1, we get

[/
Z - %[“ ”’T’]"=

e

(18)
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The resistance in this expression is

R = pcal,/A, , (19)

and the inertance is

I = pLJA, . (20)

It is clear that the assumptions of low loss, low
frequency, and narrow epilarynx are rather drastic, but they
are interesting in that they reduce the vocal tract impedance
to nothing but the epilarynx tube impedance. This is a bit
like saying that the impedance of a trumpet is the same as the
impedance of its mouthpiece. Although it cannot be justi-
fied in general, it helps to understand the nature of the
source-resonator coupling when the entry to the resonator is
narrow.

If we now substitute / from equation 20 into equa-
tion 16, the oscillation threshold pressure becomes

1 BA Y
P, = Slkle) [E] . @1)

Focusing on the 4 /L  ratio in this expression, it is clear that
a long, narrow epilarynx tube can have a substantial effect
on lowering the oscillation threshold pressure. This will
now be shown with a more sophisticated self-oscillating
model.

Simulation of Glottal Flow and Output Spectra

Having discussed the input impedance to the vocal
tractindetail, itis now appropriate to examine how this input
impedance can affect self-sustained oscillations of the vocal
folds. This is best done with numerical simulation. The
vocal tract is spatially discretized into 44 cylindrical sec-
tions from the glottis to the lips (Figure 9a) and represents
the neutral vowel /a/ of a 30-year old male subject as
measured with magnetic resonance imaging (MRI). The
length of each section is set to 3.968 mm, as dictated by a
chosen sampling frequency of 44.1 kHz and a wave propa-
gation velocity of 350 m/s. A 28 section nasal tract and an
8 section piriform sinus are included. (We are assuming that
the two piriform sinuses are identical and that their com-
bined effect can be modeled by a single sinus of twice the
cross-sectional area). A subglottal system is also included,
which is 36 sections long from the glottis to the bronchial
bifurcation.

One-dimensional acoustic wave propagation is
simulated in all the tubes according to the algorithms de-
scribed by Liljencrantz (1985) and Story (1995). Basically,
at each junction between two adjacent cylindrical sections,

Epilarynx Tube

Piriform
Sinus
Rasal Tract

Trachea Pharynx Oral Tract
(a)
Anterior
+ a a +
+ o|{o +

Posterfor

(b)

Superior

Inferior
(c)

Figure 9. Sketches illustrating the components of a simulation model. (a) '
Vocal tract outline with the bend removed, showing equivalent tube
diameters of all sections, (b) top view of vocal folds, showing tissue-points
of the cover (open squares), ligament (dots) and muscle (plus signs) to form
a 3 x 3 matrix, (c) coronal section through vocal folds, showing a similar
matrix of tissue points.

two reflected waves are computed from two incident waves
known from the previous time step. The solution is synchro-
nized in time with the wave velocity through the tubes. Due
to the nature of the wave reflection algorithm, the vocal tract
is effectively sampled at 88.2 kHz while the glottal source
and the pressure output from the vocal tract are sampled at
44.1 kHz (Liljencrants, 1985).

The vocal folds are represented by a three-dimen-
sional array of point masses and their respective nearest-
neighbor coupling springs. The array is 3 x 3 x 3, with three
masses along the length of the folds, three masses in the
vertical dimension and three masses in the lateral dimension
(Figure 9 b, c). In the programming, which follows the
multi-mass approach by Titze (1973, 1974), Wong et al.
(1991), and Story and Titze (1995), the open squares, dots,
and plus symbols represent the flesh points of the mucosa,
the vocal ligament, and the thyroarytenoid muscle, respec-
tively. The use of three masses in all directions approximates
the low-order modes of the vocal fold tissues (Titze &
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Figure 10. The effect of a widening the epilarynx tube. Dashed lines in
part (a) show the equivalent diameters for A, = 0.2, 0.5, 1.1, and 2.0 cm’
and correspond to the glottal flow waveforms shown in (b)-(c). The
waveform amplitudes are normalized to show the shape differences only.

Strong, 1975; Berry, Herzel, Titze, & Kirscher, 1994). It
should be kept in mind that increasing the number of masses
in each direction not only increases the degrees of freedom
of the tissue, but is also allows for a more accurate adjust-
ment of the pre-phonatory glottis. In all simulations to
follow, the pre-phonatory glottis was slightly open posteri-
orly (at the vocal process), closed anteriorly (at the anterior
commissure), and curved in the coronal plane as shown in
Figure 9. Oscillations were then computed around this
configuration.

Figure 10 shows the effect of a widening the
epilarynx tube. Part (a) shows the change in vocal tract
configuration and Parts (b)-(c) show the corresponding
glottal flow waveforms. All parameters of the vocal fold
model were kept identical; only 4, was systematically
changed from 0.2 cm? to 0.5 cm?, then to 1.1 cm?, and finally
to 2.0 cm?. The lung pressure was always maintained 8 cm
H,O (about 0.8 kPa). Note that this pressure s the oscillation
threshold pressure for4_ = 1.1 cm® because the amplitude is
neither growing nor decaying and vocal fold collision has
not been reached.

The oscillation threshold pressure was probed for
many values of 4, by moving gradually from damped
oscillation to growing oscillation without collision. The
results are shown in Figure 11. Note the strong dependence
of P, on epilaryngeal tube area in the lower range of4_. The
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Figure 11. Oscillation threshold pressure (P,) as a function of epilarynx
tube area A
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Figure 12. The effect of increasing and decreasing the pharyngeal area
by a factor of 2. (a) Vocal tract outline, (b)-(d), glottal flow.

curve appears to follow a parabolic path (up to about 1.0
cm?) as predicted by equation 21. Above about 1.0 cm?,
however, the parabolic path is abandoned and the threshold
pressure flattens out. Thisis because the resistive part of the
vocal tract becomes more significant and the epilarynx tube
merges with the vocal tract as a single tube of larger
dimensions. The vocal folds then vibrate more indepen-
dently of the vocal tract, their threshold pressure being
determined by the tissue properties (Titze, 1988).
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Ofall the other parameters of the vocal tract probed,
none had the dramatic effect on oscillation that 4, had.
Figure 12 shows the effect of increasing and decreasing the
pharyngeal area by a factor of 2. The narrowed pharynx
(typical of twang and belt quality), produced some rough-
ness in the waveform (a period-3 subharmonic). This is
probably because the epilarynx tube is now acoustically
coupled to the entire vocal tract. It no longer serves as an
independent resonator, but mixes with all the formants of the
vocal tract. Hence, the source-tract interactions are more
complicated.

Conclusions

A number of interesting conclusions can be drawn
from this study. First and foremost, a narrow epilarynx acts
abit like the mouthpiece of a brass instrument, matching the
high internal impedance of the glottis to the lower imped-
ance of the vocal tract and free space. In terms of an
impedance matching concept, the small-amplitude acoustic
impedance of the glottis can be approximated as

dP
z - s _ d] L pv
8 du dUZ
dv
= kpovil (22)
ATy
= k,pleg .

where P_is the pressure across the glottis andv is the glottal
air particle velocity. Glottal inertance and several shape-
dependent factors are neglected. This relationship was
introduced earlier in equation 15, with U being the glottal
flow, k being an empirical pressure coefficient (about 1.1),
p being the air density, and 4_ being the glottal area. Z is
atime-varying impedance, of course, bothv and4_ changing
throughout the glottal cycle. But we are only interested in
order-of-magnitude effects here.

If we compare this impedance with the intrinsic
acoustic impedance of the epilarynx section of the transmis-
sion line,

Z =

. = pcld, 23)

which isalso only a rough estimate because it neglects all the
standing waves inthe line, there is a clear symmetry between
particle velocity in the glottis and wave velocity in the vocal
tract. Likewise, there is a symmetry between glottal area
and epilarynx tube area. The ratios v/c and 4 /A, are
apparently significant in establishing general impedance
matching conditions. Typically, v is on the order of 20-50
m/s during glottal opening and ¢ = 350 m/s. Thus, the v/c

ratio is on the order of 0. ] Also, 4, /4, is typically on the
order of 0.1 if the time-average glottal area is about 0.1 cm?
(a 1 cm glottal length times a 1 mm glottal width) and 4_ is
on the order of 1.0 ecm?. To maintain similar lmpedance
conditions across pitches and loudnesses, a vocalist may
want to decrease the epilaryngeal area when the glottal area
decreases. This may occur at high pitches or low intensity.
Also, the air particle velocity v can be adjusted by subglottal
pressure to bring the v/c ratio in line.

It is not yet clear, however, whether the larynx
works best as a constant flow source (wichg >>Z )orunder
nearly matched conditions (Z, =Z). Innormal speech, and
more so in thesob andfalsetto quahty, the epilarynx tube can
be fairly wide. There appears to be no great difficulty in
maintaining vocal fold oscillation in these cases. In high-
pitched operatic singing, belting, and twang quality, on the
other hand, the narrow epilarynx seems to be the configura-
tion of choice. It may also be the preferred configuration in
the so-called resonant speaking voice (Verdolini et al.,
1994). This configuration provides the desirable inertive
reactance to facilitate vocal fold oscillation. When the
narrowed epilarynx is combined with a wide pharynx, the
reactance never goes negative below about 3000 Hz, which
means that the acoustic load is inertive forall possible values
of F .

" Our findings confirmthe earlierresults of Sundberg
(1974) that the epilarynx tube clusters the third, fourth, and
fifth formants to generate the vocal ring (singer’s formant).
The focal point in the spectrum is the uncoupled (free)
resonance frequency of the epilarynx tube, which can be
computed simply on the basis of tube length. The epilarynx
resonance frequency “attracts” all formant frequencies of
the vocal tract. Generally, F, and F, are pulled upward,
whereasF, andFare pulled downward; F is often entrained
by the epilarynx resonance, thereby not moving much. But
a short epilarynx tube can also entrain F, in which case F,
will be pulled upwards toward it.

The piriform sinuses introduce a zero into the
transfer function, but have no profound effect on the magni-
tude of the input impedance. The formant frequencies are
shifted slightly, however. In contrast to the epilarynx tube,
the piriform sinuses “repel” the formants, generally pushing
F,F,F,andF lower and pushing F, higher. Ifthe length
of the piriform sinuses is the same as the length of the
epilarynx tube, the pole-zero pair produces a complete
cancellation in the transfer function, but the impedance
remains high.

An open nasal port introduces zeros into the spec-
trum (at the resonance frequencies of the vocal tract), but in
this study, it showed no measurable effect on oscillation
threshold pressure or glottal flow. We suspect, therefore,
that the highly touted benefit of nasalization in singing is less
acoustic than biomechanical. As Estill (1995) has pointed
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out, the palatopharyngeal muscles probably help to stabilize
the larynx to maintain a constant epilaryngeal configura-
tion. This may open the nasal port or close it in the process.
Acoustically, it may not matter much, but our investigation
was not extensive enough throughout the F, and intensity
ranges. Further investigation of nasality as a pedagogical
tool is therefore recommended.
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Abstract

A numerical simulation of laryngeal flow was
developed to study flow patterns and pressure and velocity
waveforms in a model of the oscillating glottis. The un-
steady Navier-Stokes equations were solved with a finite
volume method using a nonuniform staggered grid. The
numerical method was tested against published experimen-
tal data. Inthis study of glottal aerodynamics, the vocal folds
independently and sinusoidally were moved from a con-
verging to a diverging and back to a converging shape, and
the input airflow sinusoidally varied from zero to a maxi-
mum and back to zero. The typical results were obtained for
a Reynolds number of 2000 and for an oscillation frequency
of 100 Hz. Results indicate that with this simulation of the
entire flow field, periodic velocity and pressure fields exist
throughout the laryngeal duct. The airflow separates within
the glottis, creating intraglottal (and downstream) asym-
metric flow throughout the glottal cycle, with formation of
eddies downstream of the glottis. The observed maximum
velocity delays due to the glottal wall movement would
contribute to the well-known glottal volume velocity skew-
ing during phonation.

Introduction

The study of laryngeal aerodynamics is essential to
the development of a more accurate and complete theory of
phonation. Air pressure distributions, friction factors, and
airflow are required in the assessment of the aerodynarnic
forces on the vocal fold surfaces, forces which contribute
significantly to vocal fold oscillations and the creation of
sound (Alipour & Titze, 1988). First order estimates of

pressure and velocity distributions within the glottis were
obtained from the data gathered either from empirical stud-
ies of steady laryngeal flows (Ishizaka & Matsudaira, 1972;
Scherer, 1981; Scherer, Titze & Curtis, 1983; Scherer &
Titze, 1983; Binh & Gauffin, 1983; Scherer & Guo, 1990,
1991) or from theoretical studies of steady flow in laryngeal
models (Liljencrants 1991; lijima, Miki & Nagai, 1992;
Alipour & Patel, 1991, 1994; Guo & Scherer, 1993). These
types of models have been extrapolated to oscillating condi-
tions (pulsatile flow) under the quasi-steady assumption
(Alipour & Titze, 1988).

Due to advances in computer and measurement
technology, computational and empirical research of pulsa-
tile laryngeal flow can augment steady flow studies. The
experimental work on laryngeal pulsatile flow using excised
larynges is promising (Berkeetal., 1989; Alipour & Scherer,
1995), despite spatial limitations for transducers and lack of
easy accessto certain critical locations suchas the intraglottal
space during phonation. Numerical simulation of pulsatile
flow in the glottis, the topic of this study, benefits from the
validation data of empirical studies, and provides extensive
aerodynamic predictive data throughout the laryngeal duct.

The purpose of this study was to develop a compu-
tational model that predicts pressure and velocity distribu-
tions within a model of the laryngeal airway during oscilla-
tions at typical ranges of fundamental frequency and flow
rate. At the current stage of development, a forced oscilla-
tion model is employed to demonstrate the capability of this
numerical technique inlaryngeal aerodynamics. The model,
described below, independently “forces” the vocal folds to
move while applying an input flow. In this way the model
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avoids complications of the more complex biomechanic-
aerodynamic modeling (Alipour & Titze, 1988), while pro-
viding a means to study aerodynamic details of pulsatile
flow. The advantages of such an approach are to study the
effects of the moving glottal walls and the contributions of
the various terms of the Navier-Stokes equations. The
model developed here can then be applied to the more
complex biomechanical modeling of speech production.

Oscillating Wall Model

Since the focus of this study was to apply a two-
dimensional computational model of air flow through the
glottis, the vocal fold tissue mechanics were simplified to a
two-dimensional forced oscillation model wherein the vocal
folds were independently “forced” to move in a prescribed
manner. The model here is therefore not a self-oscillation
model of the vocal folds. The forced oscillationmodel was
built with a three-piece wall as shown in Fig. 1. The first
piece of the glottal wall is the glottal entry section which is
a fixed sinusoidal curve with height of H1 extending from
point (1) on the flat wall to point (2) as shown on Figure 1.
The glottis is created by a straight segment (2-3) approxi-
mately 0.95 cm in length. The oscillating glottal wall is
attached to a cosine shaped wall (3-4) at the glottal exit, the
height of which is H2, which varies according to:

H2=H1+Acos ot 1)

where A4 is amplitude, w=2nf, and f is the frequency of
oscillation. The tangent line (2-3) forming the medial glottal
surface and its points of contact were calculated analytically
at every simulation time step. Sinusoidal motion of the
glottal wall has been assumed in other useful phonatory
models (e.g., Titze, 1988).

Time in a Cycle

20

15

Y,cm

05

0.0

X, cm

Figure 1. Schematic of moving glottal wall model.

The position of the glottal wall was updated at
every time step and glottal constriction was simulated using
a method similar to the so-called ‘shadow method’ used in
heat transfer (Patankar, 1980). In this method a large source
term is assigned to the region under the wall to ensure zero
air velocity within the body of the vocal folds. Use of this
method has three advantages. The firstadvantage is that the
grid points are fixed in the domain and boundary motion has
no effect on them, and thus they do not need to be calculated
and updated at every time step. The second advantage is that
this permits a more convenient form of the governing
equations for a fixed grid configuration. The third advan-
tage is the saving of computation time that would have been
used for grid generation, calculation of metric coefficients,
and the solution of more complicated equations. One of the
disadvantages of this method is the difficulty in applying
boundary conditions on the moving surface. Another disad-
vantage is the difficulty in estimating wall friction. The wall
friction is useful in the prediction of the flow separation
point on the moving boundaries and calculation of shear
forces on the walls. These disadvantages will be overcome
in time as code refinement continues and computation time
decreases.

The glottal configuration had a constant glottal
entry diameter of 0.3 cm. The glottal exit diameter varied
during the phonatory cycle from a maximum of 0.58 cm to
a minimum of 0.02 cm. Note that the inlet airflow was
modulated sinusoidally with a minimum of zero flow, and
the tissue modeling did not permit full glottal closure. The
flow field of this simulation included a portion of the
trachea, the glottis, and a portion of the pharynx without the
ventricular folds. The pharyngeal duct was approximately
half a meter in length (to reduce the effect of glottal wall
motion on the exit boundary conditions).

Numerical Method

The governing equations were continuity and un-
steady Navier-Stokes equations for two-dimensional in-
compressible laminar flow. In primitive dimensional form,
These appear as:

du  ov

Tyl . @
ou_ Ou au _1op . Pu  Fu 3
ataxt " oot olad oy @)
v, v v lap pldv & 4)
a:*“a_x”é} p6y+p 6x’+ay‘

whereu andv are velocity components (in m/s),p is pressure
(in Pascal), x and y are coordinates (m meter), and £ is time

(in seconds). The mean flow rate is expressed in terms of
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its solution was obtained from continuity by an iteration
method. The pressure boundary condition was thus en-
forced through the continuity of mass or the specification of
the inlet and outlet mass flux. For the inlet boundary
condition, the inflow was set to be a sinusoidally varying
flow with the same frequency as the wall movement. Forthe
outlet boundary, velocity was extrapolated linearly from the
innernodes. Also, the outlet pressure (at the end of the vocal
tract) was set to zero. The outlet location was far enough
from the glottis for these conditions to apply. The outlet
mass flow could be different from the inlet mass flow, the
difference just equaling the mass flux caused by the wall
movement. The displacement flow of the moving wall (wall
flux) was calculated from the wall velocity and was included
in the boundary conditions. .

The momentumn equations (equations 3 and 4) were
discretized for finite volume in space and for finite differ-
ence in time. The resulting equations were solved at every
time step, and the velocity components were obtained by
iterations and successive overrelaxation. The time integra-
tion was performed with a forward difference scheme. The
velocity and pressure fields were updated at every time step
of 50 microseconds. An exponential scheme was employed
in discretizing the convective term to achieve better conver-
gence (Patankar, 1980). Then pressure was calculated from
continuity using the SIMPLER algorithm on the staggered
grids (Patankar, 1980). Computations were performed
initially on a DEC-Station 5000 and later on a Silicon
Graphics Indy2 workstation. The solution to the N-S equa-
tions were obtained either for the lower half of the channel
(forced symmetry) or for the whole domain. The half
domain solution was used for grid resolution and static wall
tests, the time variation of the N-S equations terms, and for
some of the velocity and pressure profiles along the channel.
The full domain solution was used to present the time
dependent velocity profiles, flow patterns, and potential
asymmetries in the channel.

Grid Resolution Test

Calculations were performed with three different
grids in the solution domain to examine the sensitivity ofthe
numerical solutions to grid refinement. Figure 4 shows the
center pressure P_and center velocity Uc for grid resolutions
of 100 x 40, 120 x 50, and 150 x 60 for the Reynolds number
1000 and frequency of 100 Hz. The coarsest grid required
41 minutes CPU time per cycle on the Silicon Graphics
machine and the finest grid used 4.5 hours of CPU per cycle.
There were 200 steps in each cycle for these simulations.
The two fine grids yield similar results; pressure are within
3% of each other, and velocity is within 1% except for the
peak velocity which shows a difference of 10%. It is
encouraging to note that even the coarser grid captures the
main features of the pressures and velocities in the model.

3 GridResolution 25|
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Figure 4. Effect of grid resolution on the center pressure and center
velocity.

Simulation Tests

To test the simulation algorithm, results are ob-
tained and compared with other methods for (1) a classical
unsteady problem, (2) a body-fitted steady solution to a
static model of the glottis, and (3) steady flow over a
backward-facing step.

Incase 1, Stokes’ second problem, fluid oscillation
above an infinite plate is considered. In this case, the lower
plate is set to oscillate with u(0,t)=U cos wt, with fluid in the
farfield at rest. The analytic solution to this problem is
known (White, 1991) to be

u=U,exp(—n) cos(wt—n),  n=y0-5wlv)** (6)

where U, is the amplitude of the plate oscillation, 11 is the
normalized distance from the wall, y is the distance from the
wall and v is the kinematic viscosity of the fluid. Figure 5
shows the analytic and numerical solutions from this model
for every 45 degrees of the oscillation cycle for a frequency
of 10 Hz. As seen in Fig. 5, except for the first two angles,
the model predicts the time varying solutions with reason-
able accuracy.

The next case was intended to see if shadowed
constriction has a reasonable pressure and velocity varia-
tion. For this purpose, steady flow with a Reynolds number
of 900 was solved with this model for a static glottal model
and was compared with results for a similar flow (the same
Reynolds number) in the same channel based on a body-
fitted coordinated (BFC) model (Alipour and Patel, 1994).
Figure 6 demonstrates the variation of center pressure (P.)
and center velocity’ (U_) along the channel for the two
models. The solid line represents the BFC results and the
dashed line is for the model proposed here. Although the
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Figure 5. Analytical (lines) and solution from this model (symbols) of
Stokes' second problem.

pressure results do not overlap significantly, the amount of
transglottal pressure drop differs by only 0.55 cm-H,0 and
both models show the sharp pressure drop with minor
recovery in the divergent glottal section. The BFC method
predicted lower pressure within the glottis. The center
velocity predicted by the two models are nearly identical in
the glottis. However, downstream of the glottis, where
vortex shedding may be strong, the velocities and pressures
predicted by the two models have some discrepancies. The
pressure predictions within and downstream of the glottis
for the BFC model appear significantly low compared with
results using physical models witha diverging glottis, whereas
the method developed here appears to predict more realistic
pressures (Scherer, 1981, 1983; Scherer and Titze, 1983).

The third case was flow in a backward facing step
that was calculated and compared with the experiments by
Armaly et al. (1983). They measured the velocity distribu-
tion downstream of a single backward-facing step using
laser-Doppleranemometry for steady two-dimensional flow.
The velocity profiles they reported for a Reynolds number
of 1095 were used to test our simulation model. Figure 7
shows the comparison of velocity profiles downstream of
the backward-facing step from the data of Armaly etal. and
simulated profiles from the model of this report. In Fig. 7,
profiles are shown at locations (x) relative to the edge of the
step, normalized to the step’s height (S). A reasonable
accuracy can be observed in the magnitude of peak veloci-
ties. The simulation develops the flow faster than what is
indicated by Armaly. Thatis, the outlet velocity distribution
is preset by us, which forces a faster development of the
flow, and the corresponding faster reduction of the duct
vortices, eddies and other phenomena, than shown by
Armaly’s data. Otherwise, the prediction is qualitatively
similar to the data.
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Figure 6. Steady flow in a divergent glottal model at a Reynolds number
of 900 solved with body-fitted coordinates (solid lines) and the model
proposed in this study (dashed lines).
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Figure 7. Velocity profiles in a backward-facing step solved in this study
and compared with experimental data of Armaly et al. (1983). The
parameter (x/S) refers to the location of the cross-section from the edge
of the step (x) and the step height (S).

The grid and simulation tests suggest that the
method proposed here both qualitatively and quantitatively
should perform reasonably well in the current study of
glottal flow dynamics.

Results and Discussion

Although the tracheal flow and glottal motion may
be different from that expected during normal phonation,
sufficient similarity exists that makes this model a suitable
tool to study unsteady flow relevant to phonation. Aerody-
namic characteristics such as flow separation and vortex
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shedding during the modeled glottal wall oscillation should
be predictive for human phonation. In this section, some
cases of oscillations at Reynolds number of 2000 and
frequency of 100 Hz will be discussed. The presentation of
the results of the simulation experiments will give mean
glottal velocities and the centerline air pressures for typical
conditions. The time variation of various terms inthe Navier-
Stokes equations will be shown at typical locations. In
addition, streamlines throughout the flow field will be
shown and discussed. These data will demonstrate the
potential usefulness of the simulation.

Figure 8 shows the time dependent center pres-
sures for a simulation with Reynolds number of 2000 and
frequency of 100 Hz. Except within the glottal region, the
pressure lines are linear. They all meet at the end of the
channel where the outlet pressure was set to zero. The
linearity is predictable due to the uniformity of the channel
downstream of the glottis. The pressure gradient or slope of
these lines varied periodically due to the imposed sinusoidal
(always positive) inlet flow. Because of the absence of the
positive lung pressure, at some portion of the cycle the
pressure gradient becomes positive and will cause flow
reversal inthis model. This model allows close examination
of these reversal trends due to both the sinusoidal flow input
and the glottal wall motion. One major feature of the flow
is that the location of maximum velocity moves from the
center towards the wall, and the velocity profile may have a
notch in the center (White, 1991). The symmetric or half-
.domain solution was obtained for this case.

In order to better understand and interpret the
results of this study, we will show and discuss the contribu-
tions of the four terms of the x-momentum (N-S) equation

Center Pressure, Pa

PYO PO ST

A | -
XC%O 40 50

Figure 8. Time dependent pressure profiles along the channel within a
cycle.

related to the results in Figure 9. The Navier-Stokes equation
used here is comprised of the unsteady term, (du/dt), the
convective term, (u du/dx + v du/dy), the pressure gradient
term, (-1/p) dp/ox, and the diffusion term, (nV2u). The
contributions of these terms for a Reynolds number of 2000
and the oscillation frequency of 100 Hz at location 5 will be
discussed. Location $ is at the center of the glottal entrance
where the fixed gap is 0.3 cm (ref. Figure 1). Figure 9 shows
that in this location, the dominant terms are the unsteady
(solid line) and pressure gradient (dash-dot line) terms.
Essentially the pressure gradient term is balanced by the
unsteady and convective terms (dashed line), with the diffu-
sion term (dotted line) being negligible. In this modeling it
isimportantto re-emphasize that the velocity is an input, and
is sinusoidal beginning with zero value. The unsteady term
istherefore essentially a derived input term, giving riseto the
negative values during the second half of the cycle, and the
pressure gradient is a dependent term, also becoming nega-
tive within the second half of the cycle. The convective term
is a derived input term, dependent primarily on the increase
in the velocity input.

Figure 10 shows the cross sectional average of
velocity for five cycles of glottal wall motion. Data are given
for the three locations, upstream of the glottis, glottal entry,
and glottal exit (as shown in Fig. 1). The solid lines refer to
the upstream section, the dashed line to glottal entry, and the
dot-dash line to glottal exit. It is noted again that the
upstream velocity waveform and the glottal motion are
predetermined. The velocities elsewhere and all pressures
are dependent results. Figure 10 shows that the velocity
waveform at glottal entry is also symmetric and follows the
upstream velocity well, whereas the average glottal exit
velocity is skewed to the right. The cycle begins with the

N-S equation terms at location S Term

////L \\

/

Time, ms

Figure 9. The time variation of the terms in the Navier-Stokes equations.
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Figure 10. Waveforms of mean velocity profiles at three cross 1. 2 and 3.

glottal exit diameter being minimal. At mid-cycle, the walls
have separated maximally (keeping the glottal entrance
diameter constant), and then at the end of the cycle, the
glottal exit is again at its minimum diameter. The skewing of
the velocity signal is due to the glottal motion. As the walls
separate, the glottal area increases, retarding the average
velocity (note the negative velocities at the beginning of the
cycle), and as the walls come together, the velocity is
increased, resulting in the skewing. The maximum average
velocity occurs while the walls still form a divergent glottis.
The implication is that the motion per se of the glottal walls
accounts for some of the skewing of the glottal volume
velocity commonly seen in human phonation.

The waveforms of the average cross sectional
pressure (Figure 11) are essentially in phase with each other
for the three spatial locations. If the displacement flow due
to wall motion were not included, the pressure waveforms
would be zero at time zero (i.e., at the beginning of the
cycle), as we have verified without showing a figure here.
The inclusion of the displacement flow creates a phase shift
of not only the average glottal exit pressure, but also of the
pressures at the other two locations. Thus, whereas the
average glottal entry velocity appears independent of the
average glottal exit velocity, the pressures everywhere are
highly dependent upon the wall displacement and the skewed
exit velocity, but the pressures throughout the tract essen-
tially stay in phase with each other.

Figure 12 displays a typical flow pattern within the
glottal model, including a portion of the upstream and
downstream duct, at an instant of divergent glottal shape.
Despite the symmetric geometry of the walls, the flow
pattern is asymmetric. This asymmetric solution is obtained
when the whole channel height is solved and Reynolds
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Figure 11. Waveforms of centerline pressure at cross-sections similar to
Fig. 10.

Flow Pattem near Constriction

m &m
Figure 12. Flow pattern near glottal model at Re=2000, Fo=100.

number is large. This asymmetry of the flow in a plane
symmetric channel has been reported by other investigators
(Durst, Melling, and Whitelaw,1974; Durst, Pereria, and
Tropea, 1993; Sobey and Drazin, 1986; Kim and Patel,
1992). For example, Durst et al. (1974) reported that at a
Reynolds number of 114, the separation regions behind the
sudden expansion (upper and lower) were of different length,
and the flow became asymmetric. They reported that at
higher Reynolds numbers multiple separation points may
appear and there may be a few stable solutions to each
asymmetric flow.

The converging streamlines in Figure 12 indicate
anincrease in the particle velocity within the glottis, forming
ajet. The jet appears to bend toward one of the walls even
with wall motion. The location of the maximum velocity in
the jet may be obtained from the velocity profiles at each
cross section.
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Figure 13. Velocity profiles at the inlet to the glottis (X=5 cm).

Figure 13 gives the velocity profiles at the inlet of
the glottis (location 1, x=5 cm) at ten equal time steps

throughout the cycle. The symmetric inlet flow function .

controlled the mean flow but not the specific velocity
profiles. Profile number 5 reflects the maximum mean inlet
flow, and also has the greatest peak velocity, located in the
center of the duct. Notice that times 4 and 6, 3 and 7, 2 and
8, and 1 and 9 correspond to time pairs of equal inlet mean
flow, but differ in velocity profiles. This is due to thé’
influence of the moving glottal walls on the inlet flow
velocities. The walls are closest at time zero and 10, and are
maximally separated at time 5. The motion of the walls is
outward from time zero to 5 and inward from time 5 to 10,
resulting in flatter profiles during glottal opening and pro-
files with greater maximum centerline flows during glottal
closing. Note that at time increment 10 at the end of the
cycle, the mean flow is zero, but there is flow reversal
(negative flow) at the sides of the profile, with positive flow
near the center. Some flow reversal is also seen at the profile
tails at time frame 9.

Figure 14 shows corresponding velocity profiles
within the glottis at x= 6.7 cm, halfway between locations 2
and 3 (see Fig. 1). The profiles grow in value as the inlet
flow increases, so that step increment 5 yields the largest
maximum particle velocity. What is of importance is that
these intraglottal velocity profiles are asymmetric in time
and space (contrary to the relatively symmetric profiles at
location 1). First note that the center line of the glottis is at
Y = 1.25 cm, the approximate center of the velocity profile
number 1. The glottal walls start close together (with a
minimum glottal diameter of 0.02 cm at glottal exit) and
initially move outward. The initial convergence shape pro-
ducesthe expected relatively flat velocity profile seenin step
increments 1 and 2. Ifthe velocity profiles were symmetric,
they would move left and right an equal amount with each
time increment. The profile asymmetry of Fig. 14 indicates,

14

U, nvs

Figure 14. Velocity profiles within the glottis (x=6.7 cm).

U, m/s

Figure 15. Velocity profiles at the glottal exit (x=7.5 cm).

however, that even by increment 2, the velocity remains zero
at 1.34 cm in the glottal duct, suggesting flow separation
from the upper wall of the airway shown in Fig. 1. Not only
is there flow separation from the upper wall, but the velocity
between about 1.34 cm and the actual glottal wall remains
virtually zero throughout the cycle. Figure 14 also suggests
that the midglottal velocity profiles are significantly differ-
ent in shape between the opening (solid lines) and closing
phases (dashed lines). The primary difference is that the
profiles during closing are substantially more rounded with
greater peaks than during glottal opening. Inward moving
walls produce the effect of moving more air toward the
center, and outward moving walls move air more toward the
sides. There is flow reversal in the glottis at step 10 near the
wall surfaces.

Figure 15 shows the velocity profiles at the section
approximately 0.5 cm past the glottis exit at location 4 on
Fig. 1 (7.5 cm). These profiles differ significantly fromthose
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found in the midglottis of Fig. 14. The flow asymmetry
follows the asymmetry direction of the midglottal section,
that is, with greater flow toward the lower portion of the duct
(Fig. 1). The positive flow is narrower, however, than in the
midglottis, with flow reversal beginning by time increment
2 and continuing throughout the cycle. Of special signifi-
cance is that the peak velocity occurs at time increment 7
rather than 5 as was found for the midglottal section. That is,
the fastest particle velocities exiting the glottis occur after
the inlet flow begins to reduce in mean flow. The cause of
this delayed maximum particle velocity may be the move-
ment of the glottal walls inward after the midway time point.
The decrease in maximum velocity is relatively fast after
time increment 7. This delay in reaching the maximum
velocity, due to glottal motion, may relate directly to the
skewness of the normal volume velocity of glottal exit flow.
Figure 15 would indicate an “ac” portion of the exit veloci-
ties that help contribute to the glottal volume velocity
skewness. Itis noted that the reversed flows found lateral to
the glottal exit would impinge upon the upper vocal fold
surfaces, potentially creating positive forces on those sur-
faces.

Conclusions

A finite volume computational method was ap-
plied to the simulation of glottal flow. Both the motion of the
vocal folds and the inlet flow function were prescribed. The
results emphasize ac flow and pressure behavior within the
glottis during phonation. Particle velocities were found to be
more placed in the center during inward movement of the
glottal wall. Intraglottal airflow, as well as flow downstream
of the glottis, were asymmetric, with maximum velocity
delays due to the motion of the glottal walls. These delays
may contribute to the volume velocity and particle velocity
skewing (Alipour & Scherer, 1995) found in normal phona-
tion.
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Abstract

This paper reports results of further experimenta-
tion on a previously developed physical model of the vocal
fold mucosa [L.R. Titze, S.S. Schmidt, and M.R. Titze, J.
Acoust. Soc. Am. 97, 3080-3084 (1995)]. The effects of
vocal fold thickness, epithelial membrane thickness and
prephonatory glottal geometry on phonation threshold pres-
sure were studied. Phonation threshold pressures in the
range of 0.13 to 0.34 kPa were observed for an 11-mm thick
vocal fold with a 70 pum thick epithelial membrane for
different mucosal fluid viscosities. Higher threshold pres-
sure was always obtained for thinner vocal folds and thicker
membranes. In another set of experiments, lowest offset
threshold pressure was obtained for a rectangular or a near-
rectangular prephonatory glottis (with a glottal convergence
angle within about + 5°). It ranged from 0.07 to 0.23 kPa for
different glottal half-widths between 2.0 and 6.0 mm. The
threshold for more convergent or divergent glottal geom-
etries was consistently higher. This finding only partially
agrees with previous analytical work which predicts a low-
est threshold for a divergent glottis. The discrepancy be-
tween theory and data is likely to be associated with flow
separation from a divergent glottis.

Introduction

Many empirical findings on vocal fold oscillation
have been obtained through the use of physical models and
excised larynges (human or animal). Because it is often
difficult to isolate and control the parameters of theoretical
interest in a human subject, this in vitro approach continues

to be viable. A physical model of the larynx, for example,
constructed with well-defined geometry and biomechanical
features, allows for better control of variables and eliminates
some variability inherent in human control. Such a model
was built earlier for the purpose of measuring phonation
threshold pressure (Titze et al., 1995). Phonation threshold
pressure (P, ) has been defined as the minimum lung pres-
sure required to produce vocal fold oscillation (Titze, 1988,
1992). It was found to be consistently higher for oscillation
onset than for oscillation offset both experimentally (Baer,
1975; Titze et al., 1995) and analytically (Lucero, 1995).
Thusonset P, can be defined as the minimum lung pressure
that initiates vocal fold oscillation from rest, while offset P,
(“minimum sustaining pressure” in Lucero, 1995) can be
defined as the minimum lung pressure that sustains vocal
fold oscillation after it has begun.

This study represents further experimentation on
the previously developed physical model (Titzeeral., 1995),
in order to explore some untested aspects of a small-ampli-
tude oscillation theory (Titze, 1988). Specifically, the effect
of vocal fold thickness, epithelial membrane thickness and
prephonatory glottal convergence angle on P, were ex-
plored. The apparent trade-off relation between epithelial
membrane thickness and mucosal fluid viscosity was also
studied.

PreviousAnalytical and Experimental Results

Assuming small-amplitude oscillation conditions
and a surface wave propagating on the cover of a body-cover
model of the vocal folds, Titze (1988) derived some analyti-
cal expressions for phonation threshold pressure. For a
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rectangular prephonatory glottal geometry, the expression
was

P, = (k/T)Bck, M

where £, is the transglottal pressure coefficient (about 1.1 as
. determined by Scherer, 1981), T is the vertical vocal fold
thickness, B is the viscous damping coefficient of vocal fold
tissues, ¢ is the mucosal wave propagation velocity, and§,

is the prephonatory glottal half-width. Equation (1) predicts

that P, varies linearly with viscous damping in vocal fold
tissues, mucosal wave velocity, and prephonatory glottal
half-width. It also predicts that P, varies inversely with
vocal fold thickness.

Previous experimental results on the physical model
showed that P, indeed increases with mucosal fluid viscosity
and prephonatory glottal halfwidth in aroughly linear fashion
(Titzeet al., 1995), supporting equation (1), but linearity was
not preserved to zero glottal width. Rather, P, was actually
lowest forasmall positive value of glottal halfwidth (between
0.0 and 1.0mm), and rose when &, approached zero. This
nonlinearity might be the consequence of viscous pressure
losses which become dominant as §, gets small (Lucero,
1996). Another unpredicted result was the aforementioned
hysteresis effect, with offsetP, being consistently lowerthan
onsetP,. Inresponse to this finding, Lucero (1995) extended
the analytical approach to include large-amplitude oscilla-
tions. He came up with the same expression for onset P,
[equation (36) in Lucero’s analysis reduces to_equation (1)
here when static vocal fold displacement & = 0 for a
rectangular prephonatory glottis]. Lucero then showed that
offset P, was equal to half the onset P, for a rectangular
glottis, as a consequence of nonlinear changes in effective
aerodynamic damping on the vocal folds.

Returning to our former experimental results, there
was an apparent trade-off between epithelial membrane
thickness and mucosal fluid viscosity (Titze et al., 1995).
For the physical model with a 200 pm thick membrane and
at a physiological range of fluid viscosity (on the order of
500cP according to Zhu and Mow, 1990), P, was exces-
sively high in relation to P, values for human phonation
reported in the literature (on the order of 0.3 kPa at 100 Hz;
¢.g., Verdolini-Marstonet al., 1990, 1994). Since the experi-
mental membrane thickness was four times that of the
epithelial layer in human vocal folds (50 pm according to
Hirano, 1975), it was concluded that realistic P, values
could be obtained only with thinner membranes. On the
other hand, lower fluid viscosity could be used to compen-
sate for thicker membranes.

Now let us turn our attention to the more general
case of non-rectangular (convergent and divergent)
prephonatory glottal geometries. The analytical expression
derived by Titze (1988) was

Py = (2k/T)(Bc) &2/ (Ey+Esn) @

where &, and §,, are inferior and superior prephonatory
glottal half-widths, respectively. Note that equation (2)
reduces to equation (1) for a rectangular glottis, where§,, =
§,,- For a divergent glottis (€, <), P, is lower than that
for a rectangular glottis, while P, is higher for a convergent
glottal geometry (€, > &/, ) because of the square power of
" Lucero’s (1995) large-amplitude analysis of this
more general case yielded the following expression:

Py = (k/2T)(Be)(Eu+ E)(143¥T-a2 )

where & is the static vocal fold displacement and a is a
normalized oscillation amplitude. Whether threshold for
onset or offset is represented by this equation depends on the
normalized amplitude of oscillation (e.g., a = 0 for oscilla-
tion onset). -

The static displacement & is also a function of
prephonatory glottal geometry and is given by

E = (Bc/2KT)(&; -8 ) @)
(1+¥1-a?)/ V1-a?

where K is the lumped effective stiffness per unit area of the
voca] fold mucosa. The second term in parenthesis reveals
that & is positive for a convergent glottis and negative for

.adivergent glottis. With this static displacement, equations

(3) and (4) predict that P, is lowest for the divergent glottal
geometry and highest for the convergent glottis, a result
similar to that of equation (2). Lucero’s (1993) dynamic
analysis of the two-mass model of vocal folds (Ishizaka and
Flanagan, 1972) also predicted the same result.

Method

The physical model of the vocal fold mucosa used
in this study was the same one described by Titze ez al.
(1995), where construction details can be found. Briefly, it
consisted of a stainless-steel trapezoidal vocal fold “body”
and a “mucosa” made of a silicone membrane (the “epithe-
lium™) encapsulating a fluid of varying viscosities (the
“superficial layer of lamina propria™). Vocal fold thickness
was adjustable by using bodies of different sizes. Epithelial
membrane thickness was varied by controlled dipping of a
silicone dispersion fluid and measured by a digital caliper.
Thickness of membranes used in the previous study were on
the order of 200 um (as mentioned), but it was possible to
manufacture intact membranes as thin as 70 pmin this study.
This was much closer to the 50 um epithelial thickness in
human vocal folds (Hirano, 1975).
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Figure 3. Phonation threshold pressure as a function of vocal fold
thickness, epithelial membrane thickness and mucosal fluid viscosity.
Each data point represents an average of measurements from three to four
successive experimental trials. Prephonatory glottis was rectangular
with a half-width of 2.0 mm. Epithelial membrane thickness was 70 pm
(thin) or 210 um (thick). Mucosal fluid was pure water with a viscosity of
1.0 cP (low} or sodium CMC solution with a viscosity of 471 cP (high).

Results and Discussion

Figure 3 shows results of the first set of experi-
ments, where onset and offset P, are plotted against vocal
fold thickness with epithelial membrane thickness and mu-
cosal fluid viscosity as parameters. Each data point repre-
sents an averaged measurement of three to four successive
trials. As reported in the previous study, experimental error
or repeatability of the data was within about £ 0.02 kPa
(Titze et al., 1995).

There was again a hysteresis effect as observed
before, with offset P, (solid lines) consistently lower than
corresponding onset P, (dotted lines). The difference was
smallest (about 0.04 kPa) for a thin membrane and a low
viscosity and largest (about 0.2 to 0.4 kPa) for a thick
membrane and a high viscosity. Interestingly, the ratios
between offset and onset P, are all very similar (about 0.75
to 0.80).

In every case, the thicker vocal fold had a lower P,
than the thinner one, across all four variations of membrane
thickness and fluid viscosity. This finding agrees with the
general prediction from equation (1). Like the hysteresis
effect, the difference was smallest (about 0.03 kPa) fora thin
membrane and a low viscosity and largest (about 0.4 to 0.6
kPa) for a thick membrane and a high viscosity. Unlike the
hysteresis effect, however the ratios between P, for the two
vocal fold thicknesses are less constant, ranging from 0.65
to 0.85. This may suggest that the relation between P, and
vocal fold thickness is more than simply inverse, and that
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Figured. Offsetphonation threshold pressure as afunction of prephonatory
glottal half-width and glottal convergence angle.

previous analytical work might be inadequate in describing
its interaction with other parameters.

Figure 3 also clearly shows the trade-off relation
between membrane thickness and fluid viscosity. For a non-
physiological 210 pm thick membrane and a physiological
fluid viscosity of 471 cP, P, was at around 1.0 kPa, consid-
erably above measured P, values for human phonation
(about 0.3 kPa at 100 Hz). However, when a near-physi-
ological 70 pm thick membrane was used, realistic P, at
about 0.3 to 0.5 kPa were obtained with the physiological
fluid viscosity of 471 cP. Comparably realistic P, values
were also obtained for a directly opposite and yet totally
non-physiological condition, with a 210 pm thick mem-
brane and pure water. A practical implication of this finding
is that hydration treatments on benign vocal fold lesions
(Verdolini-Marston et al., 1994) might facilitate the ease of
phonation by compensating for the unfavorable increase of
P, when a lesion causes an increase in epithelial thickness
(and mass). '

Results of the second set of experiments are shown
in Figure 4, where offset P is plotted against prephonatory
glottal convergence angle, with glottal half-width as the
parameter. Only data on offsetP, are presented because data
on onset P, show a similar pattern. Again, each data point
represents an average of measurements from three to four
successive trials. :

It can be seen that P, generally increases with
prephonatory glottal half-width, (vertical separation of the
curves) a finding already discussed in the previous study
(Titze et al, 1995). P, also changes considerably with
prephonatory glottal convergence, the major variable of
interest in this set of experiments, except for the case of
smallest glottal half-width (2.0 mm) where vocal fold colli-
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sion occurred at all but the smallest convergence and diver-
gence angles. Note that P, ranges only between 0.07 and
0.08 kPa for this condition and should be regarded as
constant, given an estimated experimental error of + 0.02
kPa.

With experimental error being considered, Figure
4 shows that the lowest P, was obtained for zero glottal
convergence angle (within about + 2°), i.e., a rectangular
prephonatory glottis. P, for convergent or divergent glottal
geometries were consistently higher, except for cases where
stable oscillation was not achieved.

This finding only partially agrees with equations
(2), (3) and (4), which predict that P, is lowest for the
divergent glottis and highest for the convergent one. The
discrepancy between theory and data might be interpreted in
terms of flow separation effects in a divergent glottis.
Pelorsoner al. (1994, 1995) described glottal fluid mechan-
ics with a theoretical quasi-steady flow model and predicted
flow separation fora divergent glottis, in particulara moving
flow-separation point during closing phase of the vibratory
cycle. Guo and Scherer (1993) used the finite element
method to simulate two-dimensional steady air flow and air
pressure through the glottis. Flow separation was found to
occur immediately downstream of the point of minimal
constriction in a divergent glottis. They simulated one-
dimensional pressure profiles along the glottal airway for
different prephonatory glottal geometries (Figure 8 in Guo
and Scherer, 1993). Results showed that more divergent
glottal angles are associated with less negative air pressure
along the glottis, presumably because the point of flow
separation moves upstream with an increase in glottal diver-
gence, a result implicated in Pelorson et al.’s (1994) model
of moving flow-separation point. A similar pattern of pres-
sure change was also found in their later experimental study
(Pelorsonetal., 1995). Hence, a smaller asymmetric driving
force is available for the more divergent glottis in each
vibratory cycle, given the same subglottal pressure. An
increase of P, with glottal divergence is therefore likely.

Indeed, it could be possible that the prephonatory
glottis diverges to a point that oscillation cannot be estab-
lished at all, because of the failure to build up sufficient
alternate positive and negative pressures or asymmetric
driving force necessary for self-sustained oscillation (cf.
Scherer, 1981; Titze, 1988). A “critical divergent angle”
might therefore exist and should be explored in future
studies.

Summary and Conclusion

Experiments were conducted on a previously de-
scribed physical model of the vocal fold mucosa. The effects
of vocal fold thickness, epithelial membrane thickness and
prephonatory glottal geometry on phonation threshold pres-
sure were quantified. As predicted by previous analytical

result, higher P, was always obtained for a thinner vocal
fold, although the relation between vocal fold thickness and
P, might not be exactly inverse.

An increase in epithelial membrane thickness was
also found to raise P, , which could be compensated by a
decrease inmucosal fluid viscosity. As far as the prephonatory
glottal geometry is concerned, lowest P, was always ob-
served for a rectangular prephonatory glottis, while it was
predicted from previous analytical work that a divergent
glottis should have the lowest threshold pressure. The dis-
crepancy between theory and data could be interpreted in
terms of flow separation effects in a divergent glottis. More
analytical work has to be done to further explore this topic
in terms of its relationship to phonation threshold pressure.

Clinically, these findings imply that prephonatory
glottal geometry should be considered and carefully moni-
tored in vocal-fold medialization types of phonosurgery
(e.g., vocal-fold augmentation with injectable biomaterials,
orthyroplasty), in orderto obtain a nearly rectangular glottal
geometry. This geometry likely facilitates the ease of
phonation. Highly convergent or divergent glottal geom-
etries are associated with higher phonation threshold pres-
sures and should be avoided.
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Abstract

The time courses of vocal fold elongation and
contraction have been measured as a function of intrinsic
laryngeal muscle activity. The superior and recurrent laryn-
geal nerves of anesthetized canines were stimulated
supramaximally (on-offin all combinations) while the vocal
folds were surgically exposed and illuminated for conven-
tional and higher-speed (300 frames per second) video
recording. Microsutures were placed on various points on
the vocal folds to measure elongation and contraction.
Vocal fold strain, defined as elongation divided by rest
length, ranged from -17% to +45%. The typical time
constant for exponential increase or decrease in strain was
about 30 ms. This reflects primarily the intrinsic muscle
activation times rather than a passive (inertial or viscoelas-
tic) response of cricothyroid joint rotation or translation.

Introduction

It is well known that the length of the vocal folds
changes with fundamental frequency (F,). Although in
theory it is possible to change F isometrically (at constant
length), laryngoscopic observations have shown that this is
generally not the control strategy used by humans.'? Length
usually increases directly withF , but more in some subjects
than others. There are two basic questions to which only
-partial answers have been given to date: (1) what are the
maximum possible length changes that can occur and (2)
how rapidly can these changes be executed? With regard to
the first question of range of elongation, it is known that the
vocal folds shorten upon adduction, become even shorter at
low pitches, and attain their greatest length at very high

pitches (particularly in the falsetto register). But the practi-
cal limits in terms of the movements of the cricoid, thyroid,
and arytenoid cartilages are not well known.

Maximum speed of pitch changes in human sub-
jects hasalso been examined.’ Eight subjects, all adult males
between 20 and 31 years of age, performed ascending and
descending pitch jumps as rapidly as they could. The
subjects were not vocally trained, but were briefly trained in
the exercise. The pitch jumps were onthe order of anoctave.
Response time was about 100 ms for ascent and about 80 ms
for descent. Sundberg® repeated the study and found similar
results for untrained subjects. For trained singers, however,
rise time was 70-80 ms for males and 57-65 ms for females;
fall time was between 60-80 ms, except for trained females,
who lowered their pitch in about 60 ms. Sundberg con-
cluded that, in general, females can change pitch faster than
males, trained vocalists faster then untrained vocalists, and
speed of pitch change is reduced slightly (about 10-20 ms)
if the pitch interval increases from 4 semitones to 12
semitones. It is likely that the difference in direction of F,
change can be accounted for by passive relaxation of vocal
fold tissues under stress,’ but a solid proof has not been
offered.

In this paper, we address only the maximum range
of length change and the maximum speed of length change
under supramaximal stimulation of laryngeal muscles. This
is the type of experiment that is too risky to perform on
human subjects; hence, canines were used as a model. The
use of canines always raises questions of validity, but the
assumption is that anatomical and physiological differences
accounted for in other experiments may bridge the gap
between this experiment and observations on humans. For
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example, since contraction times of isolated laryngeal
muscles are known to differ slightly between humans and
canines® perhaps the difference in the speed of length change
can be inferred from these contraction times. Also, any
difference in the range of elongation between the species
may be accounted for (in later modeling) by the inclusion of
a vocal ligament, which is known to be present in humans,
but absent in canines.

Methods

The experiments were conducted in two parts,
several years apart. In Part I, seven dogs were used to obtain
a small statistical sample of maximum length change. Un-
fortunately, at the time the experiment was conducted we
had no access to high speed video imaging. Thus, the time
course of elongation could only be obtained with conven-
tional videography (about 30 frames per second). When
high speed video imaging was obtained several years later,
one additional dog was used to get better detail of the time
course. This will be called Part II of the experiment. Given
that the results were qualitatively the same, we felt no need
to sacrifice additional animals.

Subjects

Mongrel dogs with total body mass between 20-30
kg were obtained from the University of lowa Animal Care
Facility. The first three columns of Table 1 indicate the
identification number, the sex, and the approximate mass for
each dog used in Part I of the experiment. In Part I, one
additional female dog (22 kg) was used.

The dogs were anesthetized with Ketamine (8.25
mg/kg) and Rompun (2.75 mg/kg) and placed in the supine
position. Additional Nembutal was added later at a rate of
approximately 1 cc per hour to maintain a constant level of
anesthesia. The room temperature was controlled at 25°C
and a blanket was used to stabilize body temperature.

Table 1.
Maximum vocal fold strain for 7 canine larynges when
superior and recurrent laryngeal nerves were
stimulated supramaximally and bilaterally.
No. of | sex Body Stimulation Condition
larynges Weight (kg) Recurrent Superior Both on

#1 ? 20-30 — +263% +18.4%
;7] F 20-30 -12.3% +37.4% +29.9%
f:x] M 20-30 -14.6% +482% +33.2%
#4 F 25 -18.9% +29.1% +13.2%
#5 M 28 -254% +56.6% +162%
#6 M 26 -15.1% +44.2% —_
#7 F 25 |- +71.0% +47.1%

Mean -17.3% +44.7% +26.3%

S.D. 5.13% 15.71% 12.88%

With the dog’s neck shaved from the mandible to
the clavicle, a vertical midline incision was made from the
level of the hyoid bone to the superior border of the manu-
brium of the sternum. The trachea was then severed, and an
endotracheal cannula inserted into the caudal portion to
maintain a free air passage. The cuff of the cannula was
inflated with air to prevent blood leakage into the trachea.
The strap muscles were severed. The external branch of the
superior laryngeal nerve and recurrent nerve were dissected
and exposed. Once identified, the bilateral superior and
recurrent laryngeal nerves were disconnected from the cen-
tral nervous systemto avoid possible reflexes. A simplified
supraglottic horizontal laryngectomy was then performed to
expose the glottal area. The upper margin of the thyroid
cartilage was sutured with the mucosa of the laryngeal
ventricle to stop bleeding and to keep the area clean. An
electrical cauterizer (set at high intensity) was also used
during the surgery to minimize bleeding. Hooked-wire
electrodes were placed on both the superior and recurrent
laryngeal nerves bilaterally and fixed with stitches. Normal
saline was applied to any exposed areas throughout the
procedure to keep the exposed tissues moisturized.

Identification Marks

Black 8-0 ophthalmic nylon sutures with tape
needles were used to stitch nodes at three positions of
interest (Figure 1). Stitches were made on the upper surface
of the membranous portion of the right vocal fold (points 1,

®| Pomnt 2

Right Vocal Fold

®} Pomnt 3

Right Arytenoid
Figure 1. Schematic diagram of points where sutures were placed on the
right vocal fold.
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2 and 3). The needle penetrated through the epithelium into
the superficial layer so that each stitch could be secured to
show the movement of that particular surface point.

Instrumentation

A Grass S-88 stimulator was used for electrical
stimulation. Each output channel of the stimulator was
connected to a Grass PSIU6D isolation and current control
unit. After distribution via a 10 kiloohm potentiometer, the
output of each isolation unit was connected to the hooked-
wire electrodes, which were attached to the nerve or the
muscle of interest.

A Kodak Ektapro TR High Speed Video Imaging
System (maximum 1000 frames per second full screen,
black-and-white) was used to record the glottal image onto
videotape. The camera was mounted approximately 20 cm
from the larynx with the view angle normal to the glottis.
Close-up views were obtained by using a Tamron 90 mm
F2.5 telephoto lens.

Images were transferred from high speed tape onto
three Maxell P/I VHS video tapes (T-30). A Panasonic
Video Cassette Recorder/Player (AG-7500) was used with a
12 inch SONY Trinitron Color Monitor (CVM-1271) to
play back the video tapes for frame-by-frame viewing. Fine
point markers and transparencies were used for tracing the
sutured nodes from the monitor screen. SigmaPlot installed
on a PC-AT was used for data reduction and graphics.

Stimulation and Length Calibration

Electrical stimulation was applied to the superior
and recurrent laryngeal nerves (separate stimulators). The
stimulation was a 0.5 second pulse train at a frequency of 1
train per second, with the pulse frequency being 100 Hz and
the pulse duration being 1 ms. With this frequency and a
current amplitude of 0.5 mA, the stimulation was
supramaximal in all cases and was applied in the following
manner: (1) SLN alone, ( 2) RLN alone, and (3) both SLN
and RLN simultaneously. For length calibration, glottal
images were videotaped with a piece of metrically ruled
paper resting on one vocal fold for the purpose of determin-
ing the ratio of actual size to screen size.

Data Analysis

The tapes were viewed frame by frame, based on
the frame number superimposed on the glottal image. The
duration of each frame was approximately 33 ms for the
conventional video and 3.3 ms for the high speed video
(analysis was done at a 300 Hz frame rate). From a segment
without stimulation, 10 frames were analyzed fora measure-
ment of an inter-suture distance d_ at rest (points 1-2 in
Figure 1, which were always in view). This distance was 6.2
mm in Part I1, with a standard deviation of 0.01 mm, based
on the 10 observations. For each of the three stimulation
conditions, 300 frames were analyzed to determine the time-

Table 2.
The No. of the Stimulation Conditions
Measurement None RLN + SLN
No. 1 16.7 cm 227 cm
No. 2 16.8 cm 228 cm
No. 3 16.6 cm 226 cm
No. 4 16.7 em 26cm
No. § 16.6 cm 2.5¢m
Mean 16.68 cm 22.64 cm
S.D. (n-1) 0.084 cm 0.114 cm

course of elongation. The ratio of real size to screen size was
calibrated to be 1:5. All the measured length values were
adjusted using this correction factor.

To estimate the repeatability of stimulation condi-
tions and length measurement in Part I, five trials were taken
during a 10 second duration in one of the animals (one
contraction per second with one second intervals among
trials). The results obtained from the video screen (in cm)
are shown in the Table 2. In this case, a longer inter-suture
distance was used. The standard deviation (S.D.) of the
measurement is about 0.1 cm on the screen. The actual
distance measurement are accurate to 0.1 cm.

Results

When the superior laryngeal nerve was stimulated
supramaximally and bilaterally, the cricothyroid muscles
contracted and the vocal fold was thinned and elongated.
When the recurrent laryngeal nerve was stimulated bilater-
ally and supramaximally, the vocal folds shortened and
thickened. Stimulation of both nerves resulted in an inter-
mediate posture. By measuring the distanced(?) between the
marks on the vocal fold frame by frame, the strain over time
was obtained as

d@®-d,

= — 1)
e(®) 7

(-4

We report the results in two parts, one for the maximum
strain, and one for the typical time course of strain.

Maximal Length Changes

Vocal fold length reached a steady state after 100-
200 ms of stimulation. Since the pulse train lasted 500 ms,
the last 300 ms were used to determine this steady (maxi-
mum) strain. Results are shown in the right three columns
of Table 1. Note that the average maximum strain over
seven animals is +44.7% when the SLN is stimulated alone,
+26.3% when both nerves are stimulated, and -17.3% when
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Figure 2. The time course of vocal fold elongation (relative to maximum
elongation, 100%) from 6 larynges when the superior laryngeal nerve
was stimulated alone. The solid curve is an exponential fit.

the RLN is stimulated alone. Larynx No. 7 had an extremely
wide range of elongation. The maximum negative elonga-
tion could not be measured because the stitch mark was
blocked; the larynx shifted during the stimulation. Similar
methodological problems occurred for two other length
measurements, as seen in the table.

The single larynx examined in Part II yielded
similar results (not shown in Table), with a maximum strain
of +46.3% when the SLN was stimulated alone, +30.4%
when both nerves were stimulated, and -11.27% when the
RLN was stimulated alone. Thus, the later single subject
data fit well into the range of the earlier data, suggesting that
our methodology had not changed remarkably.

It should be pointed out parenthetically that Table
1 is an extension of a smaller table reported previously.’
From the smaller table we made some F, predictions. Since
the smaller data set is within one standard deviation of the
present set, the F_ predictions can still be considered valid.

Change of Vocal Fold Length Over Time

The time-course of elongation was divided into an
activation phase, a steady-state phase, and a relaxation
phase. The steady-state phase was used to determine the
maximum strains, as described above. Given that the
maximum strains differed for different larynges, each time
course was normalized to the maximum strain to obtain an
average time course for ail larynges. The result for stimula-
tion of the SLN alone is shown in Figure 2 for Part [ of the
experiment. Recall that this is for the low video frame rate.
An exponential fit to the average data for six larynges,

e®) = e (1-e) 2)

yielded a time constant T of 33.7 ms, with a standard
deviation of 12 ms. (Note that no attempt was made to line
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Fi igure 3. The time course of vocal fold elongation for one animal under

two stimulation conditions. Upper curve is for SLN alone and lower curve
is for SLN + RLN.
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Figure 4. The average time course of relaxation from 6 larynges after
superior laryngeal stimulation has been turned off.

up the t = 0 event because there was no synchronization of
the video frame rate with the onset of stimulation.)

Figure 3 shows the same time course of elongation
(upper curve) for one additional larynx examined at the
higher frame rate in Part II of the experiment. An exponen-
tial fitto this data set yielded a time constant of 23 ms. This
is considerably less than the average of the six larynges of
Figure 2, but within the standard deviation.

Figure 3 also shows the time course of elongation
when both the SLN and RLN were stimulated. Note that the
time constant here is much longer. The exponential model
suggests about 89 ms. The internal mechanisms for this
longer response time under combined activation are not yet
clear to us.

Therelaxationphase after SLN stimulationis shown
inFigure 4. This represents the group data in Part ] again, in
which the strains are normalized to maximum and the video
frame rate is 30 Hz. An exponential decay model suggests
a time constant of 47 ms.
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Figure 5. The time course of relaxation from one larynx after stimulation
is turned off. The upper curve is for SLN alone and lower curve is for SLN
+ RLN.
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Figure 6. The time course of contraction of the vocal fold when the RLN
was stimulated alone. Data are for three larynges.

The higher frame rate single subject data are shown
in Figure 5. The upper curve is for SLN alone and the lower
curve for SLN plus RLN. Exponential time constants for
relaxation are estimated to be on the order of 20-30 ms, but
an exponential curve is not a good fit for this relaxation.
There is a gradual release at the top, making the curves
appear more like an ogive than an exponential.

When RLN was stimulated alone, the strain was
negative. The contraction and relax ition curves, respec-
tively, for the group data are shown in Figures 6 and 7. Only
three larynges are represented because the stitch marks
could not be seen well enough in the other larynges when the
vocal folds adducted forcefully. Time constants were 33 ms
for both contraction and for relaxation.

Data from the single larynx observed in Part II with
higher frame rate also yielded a time constant of 33 ms for
contraction, but a time constant of 36 ms for relaxation.
Figures 8 and 9 show the contraction and relaxation curves
for this case.
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Figure 7. The time course of relaxation of vocal fold length from three
larynges after removing the stimulation of RLN only.
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Figure 8. The time course of contraction from one larynx when the RLN
was stimulated alone. The curverepresents the average of two observations.
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Figure 9. The time course of relaxation from one larynx after removing
the stimulation of RLN only. The curve represents the average of two
observations.
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Discussion

It appears that the vocal fold elongation and con-
traction times measured here compare to the isometric
contraction times of intrinsic laryngeal muscles. Alipour,
Titze & Perlman® measured tetanic contraction times of 20-
30 ms for the thyroarytenoid muscle. Cooper and col-
leagues® recorded about 40 ms for tetanic contraction of the
posterior cricoarytenoid muscle and about 20 ms foratwitch
response of the same muscle. We conclude, therefore, that
the 20-40 ms response times measured here are mainly
muscle response latencies. Mechanical delay due to carti-
lage rotation and translation is probably negligible. Specifi-
cally, there islittle inertial or viscous delay in the cricothyroid
joint and in the relative movement between the cricoid and
thyroid cartilages.

This experiment did not address vocal fold lengths
that are typical for phonation. During several experiments,
we tried to get phonation with supramaximal RLN stimula-
tion and a simulated lung system to derive the vocal folds.
Glottal closure was too tight, however, to produce normal
phonation. This result is noteworthy in relation to the canine
in vivo studies by Berke and his coworkers. '%!1:1213 Unless
special care is taken to excite the laryngeal nerves in a
submaximal manner (either by stimulating the distal branches
to individual muscles or by pairing out separate sections of
the nerve), the larynx will always be hyperadducted in
phonation will require excessive subglottal pressure. This
conclusion is also in agreement with our earlier findings," in
which we observed that normal phonation did not occur
when the thyroarytenoid (TA) muscle was highly contracted
without concomitant cricothyroid (CT) activity. At very
high subglottal pressures (about 5 kPa), pressed phonation
could be obtained. The phonation threshold pressure was
much higher, however, than the 0.4-0.6 kPa pressure we see
in the brainstem-evoked phonation'® or the threshold pres-
sure in excised larynges without any nerve stimulation (0.5
kPa to 2.0 kPa).

A comment about the current delivery is in order.
To get supramaximal contraction the recurrent and superior
nerves were stimulated with 0.5 mA. This experimentally
determined current was larger than the current used in a
previous report by Sato and Hisa,'é who used 0.1 mA to get
the tetanus contraction in the recurrent laryngeal nerve, but
itisinthe same range asthe 0.5-1.2 mA used by Bielamonicz
etal."® The difference in current delivery may be attributable
to the difference in electrode structure. In our experiment,
hooked-wire electrodes were used; Sato and Hisa used cuff
electrodes.

Conclusions

Going back to the questions we asked at the begin-
ning of this paper, (1) what is the maximum range of length
change, and (2) what is the speed of length change, we can

give the following answers on the basis of experiments with
canines. The maximum positive strain of the membranous
vocal folds is 26.3% to 71%, with a mean of 44.7% (n=7).
This occurs under SLN stimulation only. The maximum
negative strain of the vocal folds is -12.3 to -25.4%, with
mean of -17.3%. This occurs under RLN stimulation only.
When both SLN and RLN muscles are maximally con-
tracted, the vocal folds elongate 18.4% to 47.1%, with a
mean value of 26.3% (n=7).

The exponential time constant of elongation is 20-
40 ms, with a mean of about 30 ms. The shape of the
elongation curve appears to be truly exponential, but the
relaxation curve appears more like an ogive, matching the
response curves of individual laryngeal muscles under teta-
nic stimulation. A single time constant is therefore not as
meaningful for relaxation as for contraction.

Inrelation to the maximum pitch change measured
on humans (60-100 ms), the data are reasonable. Firstofall,
humans don’t contract muscles with supramaximal stimula-
tion. Hence, one would expect a somewhat slower response
due to motor unit recruitment and changing firing rates.
Second, the time constants measured here describe the
response up to 67% (1/e) of the target. We would expect full
pitch changes to take two to three times that long if steady
states are to be achieved. Hence, the 60-100 ms range for
pitch change measured by Ohala and Ewan® and Sundberg*
is quite consistent with our data.
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Abstract

The purpose of the study was to examine the effects
of manipulating lung volume level on phonatory and
articulatory kinematic behavior during sentence production.
Ten healthy adults repeated the sentence “I sell a sapapple
again” under five respiratory conditions. These included a)
a normal or reference condition, and conditions where the
sentence was spoken b) after exhaling most of the air from
the lungs, c) at end expiratory level, d) after a maximal
inhalation, and e) after a maximal inhalation while attempt-
ing to maintain as normal amode of speech as possible. From
a multi-channel recording, measures were made of lung
volume level, sound pressure level (SPL), fundamental fre-
quency (F,) and semitone standard deviation (STSD), and
upper and lower lip displacements and peak velocities.
When compared with the reference condition, the sentence
was spoken more quickly at the lowest lung volume level.
SPL increased for both of the higher lung volume conditions,
as did females’ fundamental frequency. STSD increased for
the highest lung volume condition and decreased for speech
atend expiratory level (EEL). Upper lip displacements and
peak velocities generally decreased for lung volumes other
than the reference condition. Lower lip movements showed
inconsistent changes as a function of lung volume level. The
datasuggest that changes to the lung volume level for speech
led to vocal intensity and fundamental frequency changes
consistent with anticipated changes in subglottal pressure.
However, less consistent effects were observed in the
articulatory kinematic measures, possibly because of a less
direct biomechanical linkage between respiratory and
articulatory structures.

Introduction

Previous studies have shown that speakers often
initiate speech at elevated lung volume levels to achieve the
goal of increased vocal intensity (Hixon, 1973; Hixon,
Goldman & Mead, 1973; Russell & Stathopoulos, 1988;
Stathopoulos & Sapienza, 1993) or longer utterance dura-
tions (Winkworth, Davis, Ellis & Adams, 1994). The in-
creased recoil forces at higher lung volume levelis lead to
passive increases in subglottal pressure (P ). These forces
can augment or substitute for the expiratory muscular effort
required to achieve adesired speech intensity (Hixon, 1973).
This suggests thatthe neural planning for speech can include
the specification of higher lung volume levels in order to take
advantage of passive biomechanical driving forces
(McFarland & Smith, 1992). However, Winkworth, Davis,
Adams and Ellis (1995) found the relationship between lung
volume level and sound pressure level (SPL) to be inconsis-
tent in spontaneous speech.

While researchers have examined the impact of
speaking condition (e.g., loud versus soft--Russell &
Stathopoulos, 1988; Stathopoulos & Sapienza, 1993), and
various disorders (Hixon, Putnam & Sharp, 1983; Putnam &
Hixon, 1983; Solomon & Hixon, 1993) on speech breathing,
few studies have manipulated lung volume level as an
independent variable to examine the effects on speech pro-
duction. One study by Hoit, Solomon and Hixon (1993),
examined voice onset time (VOT) as a function of lung
volume level. They discovered that VOT generally de-
creased as lung volume decreased from the highest to the
lowest levels their speakers could attain, and suggested that
this might be due to changes in the position and configuration
of the larynx secondary to movements of the diaphragm,
lungs and trachea. In light of the previous studies that
showed thatspeakers inhaled to higher lung volume levels to
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speak loudly, it seems reasonable to assume that vocal
intensity would also have increased at higher lung volumes
in the Hoit et al. (1993) study. Since the authors did not
report this variable, their findings could possibly have been
confounded by changes in SPL. The paucity of published
accounts of studies using lung volume as an independent
variable lend justification to the present investigation into
the effects of lung volume changes on speech production
variables, including SPL. It might be hypothesized that
individuals would increase their vocal intensity after inhal-
ing to higher lung volume levels. On the other hand, it is
possible that speakers would maintain a comfortable inten-
sity level even when inspiring more deeply, implying that
they would counteract the increased expiratory recoil forces
by activating inspiratory muscles to check the descent of the
ribcage (Hixon, 1973).

Some authors have noted that respiratory support
can be inadequate in individuals who have voice disorders
(Aronson, 1990; Hixon & Putnam, 1983; Wilson, 1987).
Sperry, Hillman and Perkell (1994) found erratic respiratory
patterns in a patient with vocal nodules, who frequently
initiated utterances at low lung volumes. Sapienza and
Stathopoulos (1994) reported increases in lung volume ex-
cursions for women and children with vocal nodules. Clini-
cians often encourage their patients to modify their respira-
tory patterns in order to provide the prerequisite pulmonary
support for more normal voice production. This often entails
inhaling more deeply prior to speaking, and using more
appropriate breath groups (Cooper & Cooper, 1977; Greene,
1972). It would therefore be valuable to know how deliber-
ate changes in respiratory function can influence phonatory
as well as other speech production variables. McFarland and
Smith (1992) suggested that neural planning processes take
the prevailing lung volume into account for speech starting
at different points in the respiratory cycle. When the recoil
forces at a given lung volume level provide an adequate air
pressure for speech, fewer preparatory movements of the
chest wall are required than where pressure is insufficient. It
therefore seems reasonable that deliberately manipulating
lung volume level could lead to modifications in the way
speech is produced. ‘

If vocal intensity were to increase because of greater
recoil forces at higher lung volume levels, it could be
anticipated that various phonatory changes would occur.
Increases in fundamental frequency (F ) have been associ-
ated with higher subglottal pressure and elevated vocal
intensity by several researchers (Dromey, Stathopoulos &
Sapienza, 1992; Hixon, Klatt, & Mead, 1971; Lieberman,
Knudson, & Mead, 1969; Scherer, 1991; Titze, 1989).
Fundamental frequency variability, expressed as semitone
standard deviation (STSD), has also been found to increase
with vocal intensity (Dromey et al., 1995; Ramig, Country-
man, Thompson & Horii, 1995). Increased vocal intensity
could alsocontribute to improved phonatory stability (Orlikoff
& Kahane, 1991).

While tentative predictions can be made about the
effects of respiratory changes on phonatory behavior, there
is a lack of published data to allow similar predictions to be
made regarding articulation. Some authors have addressed
the relationship between increases in vocal intensity and
articulatory excursions and velocities. Schulman (1989)
found that excursions and peak velocities of the lips and jaw
increased for louder than normal speech. He suggested that
the firmer bilabial closure associated with stop production in
loud speech might be a means of compensating for increased
intraoral pressures. He also speculated that the upward
shifting of formant frequencies might help preserve vowel
identities where F, rises with vocal intensity. Dromey,
Ramig and Johnson (1995) reported increases in second
formant transition duration and extent when vocal intensity
increased, suggesting that the articulatory movements were
larger. If intensity were to change as a function of lung
volume level, articulatory excursions might increase con-
comitantly with this rise in intensity. On the other hand, it
might be found that when concentrating on deliberate adjust-
ments to respiratory activity, a speaker no longer maintains
an association between increased vocal intensity and larger
articulatory movements. Itis unclear whether the increases
in articulatory excursions and velocities found by Schulman
(1989) occur only when individuals volitionally increase
speech intensity, or whether similar increases might be
anticipated when intensity increases as a biomechanical
consequence of lung volume changes.

Based on their findings with cleft palate speakers,
Warren, Dalston, Morr, Hairfield and Smith (1989) hypoth-
esized that “activities of the respiratory and articulatory
systems are coordinated for the purpose of regulating speech
pressures or some correlate of pressure” (p. 571). This
statement was made in the context of speakers increasing
their respiratory drive to compensate for reduced vocal tract
resistances. It could be speculated that a similar type of
coordination exists, whereby changes in respiratory activity
are associated with modifications to articulatory behavior,
possibly with the goal of compensating for a rise in P,
(Schulman, 1989).

The purpose of the present study was to evaluate the
effects of lung volume changes on phonatory and articulatory
kinematic behavior. Preliminary data from a patient with
Parkinson disease (Dromey et al., 1995) suggest that therapy
aimed at increasing vocal intensity can have an impact on
both respiratory and articulatory activity. The present study
sought to determine whether changes targeting the respira-
tory system alone would affect the articulatory and phonatory
aspects of speech. Specifically, it was hypothesized that: a)
speaking at higher than normal lung volume levels will lead
toincreasesin SPL, F  and STSD, b) this increase in SPL will
be associated with increases in articulatory displacements
and velocities, and c) speech produced at lower than normal
lung volume levels will show phonatory and articulatory
changes in the opposite direction.
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Method
Subjects

The participants were 10 native speakers of En-
glish, who were non-smokers with no history of asthma, and
no professional singing or acting experience. On the day of
the study, they were free from respiratory infection. Two of
the five female subjects had limited singing experience in the
past, but had not at any time earned a living in performance.
The five males ranged in age from 26 to 34 (mean 31.0) and
the five females from 23 to 39 (mean 32.0). All experimental
participants passed a hearing screening at 20 dB HL, and had
no history of disordered communication.

Instrumentation

All data were collected while participants sat in a
medical examining chair in an IAC sound-treated booth.
Variable inductance plethysmograph bands (Respigraph--
Non Invasive Monitoring Systems, Inc., PN SY03) were
placed around the ribcage at the level of the nipples, and
around the abdomen at the level of the umbilicus, below the
level of the lowest rib to avoid sensing ribcage movements.
The bands were secured to the participants’ clothing with
micropore tape. Signals from the ribcage (RC) and abdomi-
nal (AB) transducers were recorded.

Participants wore a head-mounted microphone
(AKG C410), which was adjusted to maintain a constant 4
cmdistance from the mouth. A sound level meter (Bruel and
Kjaer Type 2230) was positioned 30 cm from the speaker’s
mouth. These distances had previously been found (in the
sound booth where the study was conducted) to yield optimal
signal to noise ratios without signal distortion as well as
accurate SPL measurements without interference from am-
bient noise. The distance of the sound level meter from the
speaker’s mouth was periodically re-checked during the
recording session.

A lightweight, head-mounted strain gauge cantile-
ver system (Barlow, Cole & Abbs, 1983) was used to track
the movements of the upper and lower lip during speech.
This equipment was calibrated prior to the experiment to
allow the analog voltage output to be interpreted as a dis-
placementinmm. The cantilever beams were guided through
small beads attached with an adhesive tab to the speaker’s
upper and lower lip at the midline.

Once all of the transducers were positioned appro-
priately, participants were asked to inhale and then exhale
maximally. This task was performed twice, and was used to
derive a measure of vital capacity, against which the lung
volumes during the speech conditions were measured as
percent vital capacity (% VC--see Russell & Stathopoulos,
1988). Experimental participants performed an isovolume
maneuver at end expiratory level (EEL) to allow a sum
channel to be generated which equally weighted the contri-
butions of the ribcage and abdominal transducers. Measures
of %VC were made from this sum channel.

All signals from the transducers were stored on an
8 channel digital audio tape (DAT) recorder (Sony PCM
108) for subsequent off-line digitization. Signals were
digitized using a WINDAQ DI-200 hardware/software data
acquisition system on a 486/66 PC. This equipment allowed
the on-line monitoring of signals during data collection by
displaying all 8 channels on a computer screen while they
were being stored on the DAT recorder. The microphone
signal was also recorded onto a 2 channel DAT recorder
(Panasonic SV-3700), which provided higher bandwidth
storage than the 8 channel device.

Subsequent analysis of the digitized signals was
performed with WINDAQ EX software to extract calibrated
measures of duration and amplitude from the sampled sig-
nals, as well as derived measures (e.g., velocity) following
additional processing. The sampling rate for the movement,
SPL, respiration and microphone signals was 500 Hz, with a
low-pass filter cut-off at 200 Hz. The microphone signal in
this data set served as a temporal marker. The microphone
signal from the 2 channel DAT recorder was low-pass
filtered at 5 kHz and digitized at 10 kHz for fundamental
frequency analysis with CSpeech software.

Speech Tasks
Following the respiratory maneuvers, the partici-
pants were instructed to repeat the sentence “I sell asapapple
again” in various ways. The stimulus sentence was selected
for several reasons. Itallowed an examination of lip opening
and closing during the /paep/ syllable of the word “sapapple”
and also permitted relatively natural production because of
its normal syntactic form. It was easy to say without placing
stress on any particular part of the sentence. Another
important reason is that there is a considerable precedent in
the motor speech literature for the word “sapapple” (Abbs &
Connor, 1991; Gracco, 1988; Gracco & Abbs, 1986, 1988,
1989). The speakers were instructed to say the sentence 10
times, with enough time between each token to relax and take
a breath. -
The specific instructions for each condition were as
follows: “Say the sentence...
1. reference condition: “as you normally would”
2. maximum lung volume condition: “immediately

after taking a very deep breath”

3. end expiratory level condition: “after a sigh, with-
out taking in any air first”

4. low lung volume condition: “after breathing out
most of your air first”

5. maximum lung volume while speaking normally:
“immediately after taking a very deep breath, but con-
centrating on saying the sentence as normally as pos-
sible.”
The sequence of instructions was the same for each
participant. They were not required to reach specific lung
volume targets set by the experimenter, but rather to follow
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the verbal instructions as closely as possible. These five
conditions were selected to allow comparisons to be made
between speech produced normally, and at a series of points
representing low, EEL and high lung volume levels. When
the individuals were asked to speak as normally as possible
afteramaximal inhalation, the goal was to determine whether
they would be able to compensate for the substantial recoil
forces anticipated at this lung volume level. The five
conditions were chosen because the participantscould achieve
them by following simple instructions, without reference to
respiratory instrumentation. This offered the advantage of
having speakers avoid precise target-matching paradigms,
which have been found by previous researchers to have an
impact on certain dependent measures (Hanson, Gerratt &
Berke, 1990). .

For the different respiratory conditions, the experi-

menter monitored the signals on-line from the Respigraph
system to ensure that participants were achieving the goal of
different lung volume levels. At no time were the tasks
modeled by the experimenter, since it was felt that this could
influence the speakers’ performance if they were to imitate
aspects of the experimenter’s speech other than the requested
respiratory manipulation.
A speech-language pathologist, who was monitoring the
signals during recording, served as a second judge of the
adequacy of the participants’ performance of the requested
tasks. Before experimental tokens were produced for each
set of 10 sentences, speakers were encouraged to practice
saying the sentence several times under each new speech
condition until they felt comfortable with the new mode of
production.

Data Analysis
Respiratory Activity

The signals from which the dependent measures
were made are diagrammed in Figure 1. From the derived
respiratory sum channel, which represents lung volume,
measures were made of the lung volume at the start of the
acoustic signal (“start”), and the lung volume at its end
(“finish”). The difference in lung volume between these two
points (“start, finish™) was taken to represent the respiratory
excursion for the speech task (Russell & Stathopoulos,
1988). All volumes were expressed as percent vital capacity
(%VC), based on the vital capacity maneuver prior to the
speech tokens.

Since the experimental conditions involved a wide
range of lung volume levels, there was a possibility that the
bands of the Respigraph system might not track lung volume
linearly, particularly at the extremely high or low ends of the
range. In order to ascertain whether the data might become
contaminated through nonlinearities in the measurement
system, sets of test calibrations were performed. The voltage
of the Respigraph output was measured as a function of lung
volume level as measured with the spirometer across the vital
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Figure 1. Measures derived from the simultaneously acquired signals.
Start and finish represent the onset and offSet of phonation for the sentence
"I sell a sappaple again.” PI and P2 are the lip displacements associated
with the first and second bilabial closures in the word "sappaple.” OVP
and CVP are opening and closing gesture velocity peaks for the bilabial
gestures. '

capacity range. A linearrelationship was found between the
Respigraph output and the spirometer volumes (0 to 100%
VCin 20% increments). The R? values ranged from .968 to
.994 for these linearity tests, and therefore the experimental
data were considered valid.

Phonatory Activity

The utterance duration was measured from the
microphone signal using cursors in the WINDAQ program
(Figure 1 “start” and “finish™). This corresponds to the
measure of mean speech rate over the entire utterance.
Previous researchers have used duration as the inverse of
mean speech rate for the utterance (Adams, Weismer &
Kent, 1993).

The mean SPL during the utterance was determined
from the calibrated sound level meter channel. The arith-
metic mean of the data points between the cursors was taken
as an index of overall intensity, expressed as dB SPL at 30
cm.

The mean and standard deviation of the fundamen-
tal frequency (F,) were derived from the microphone signal
from the 2 channel DAT recorder to determine the effects of
lung volume level on the fundamental frequency contour of
the voice during the production of the sentence. This
analysis was performed with CSpeech 4.0. The F, contour
was statistically analyzed to derive the mean and standard
deviation in Hz, and the latter was converted into semitones
(STSD) with a spreadsheet macro.
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Articulatory Activity

The DC voltage signal from the strain gauge canti-
lever transducers represented a calibrated analog of the
upward and downward movements of the lips. From this
record, measures were made for the upper and the lower lip
of the displacement (in mm) from /p/ to /ae/ and from /ae/ to
the subsequent /p/ in the /paep/ of “sapapple” (Figure I,
points pl, p2 and the vowel displacement between them). It
is recognized that the lower lip signal represented the sum of
lower lip and jaw movements. This combined displacement
was selected because itallowed data to be gathered regarding
the degree of oral opening during speech. Additional instru-
mentation to gather a separate jaw movement signal was not
available. A smoothedderivative (10 pointmoving average)
of each lip’s channel was produced with the WINDAQ
software to calculate the peak opening (ovp) and closing
velocities (cvp) for these speech gestures.

Measurement Reliability

Twenty percent of the data for each dependent
variable were randomly selected and reanalyzed by the same
experimenter for the purpose of assessing measurement
reliability. The mean Pearson correlation coefficient across
all dependent measures for the original and the re-checked
data was £ =0.999, and ranged fromr=.995tor=1.00 (p<
.001) for the individual variables. The mean % difference
between the original and re-checked measures was 0.05%,
and ranged from 0% to a maximum of 1.18% for the indi-
vidual variables. The largest measurement error in the data
corresponded to a difference of 0.06% VC in the measure of
lung volume excursion.

Intrasubject Variability

The statistical data reported below reflect the mean
values and standard deviations for the 10 subjects together.
The subjects differed in the degree to which they were
consistent in their performance over the 10 repetitions under
each speaking condition. For each subject, a coefficient of
variation (CV) was calculated by dividing the standard
deviation by the mean for that subject’s tokens in each
condition. The mean CV value across all subjects and
conditions was 0.117, and ranged from 0.002 to a high of
0.931. However, this rather extreme value reflected only a
few % VC variability around a mean which was close to zero
for the end of sentence lung volume for one subject.

Statistical Analysis

Statistical analysis of the data was performed using
the Statistical Package for the Social Sciences (SPSS) for
Windows 6.1. The initial statistical analysis used was a
repeated measures analysis of variance for each dependent
measure across the lung volume conditions. Sex was in-
cluded as a factor in the ANOVAs, but except for the few
instances noted below, there were no interactions of sex with

the levels of the independent variable. Ineachsectionbelow,
the reported values represent the mean for all 10 subjects,
except in the case of fundamental frequency, which is re-
ported as the mean for the 5 subjects of each sex. Separate
analyses were conducted for males and females for funda-
mental frequency, because of the substantial male/female
differences in F. Fundamental frequency variability, on the
other hand, was analyzed with both sexes together, since
STSD already accounts for the male/female differences in
mean F,. Nonorthogonal contrasts were performed between
the reference condition and each of the other levels of the
independent variable. This allowed comparisons to be made
between “normal” or reference condition speech, and sen-
tences which were produced at the other lung volume levels.
Because of the relatively small n and the large number of
tests, an alpha level of .01 was selected to assess the signifi-
cance of the results.

Results
Respiratory Activity

The changes in the dependent measures associated
with the subjects’ manipulation of lung volume level are
summarized in Table 1. The E-ratios and p-values for these
repeated measures ANOVAs are shown in Table 2. As
would be expected, the lung volume level at which speech

Table 1.
Mean (and standard deviation) effects of lung volume level
changes on respiratory, phonatory and articulatory measures.
Meznsre Unit lowlV ¢4 EEL o ref d mdv 4 mxo
LV initistion HVC 260 (129) O4 BN 90 @1 194 (32 73 (6N
LV termimation ®VC 197 (127 357 (109) SI16 (76) 88 (61) 793 (14)
LV excorgion UVC 64 “n 77 (33 24 QI 6 QN 18 (29
Unierance duration *c 154 (012) 156 (0.14) 165 (0.16) 161 (0.U5) 138 (011
Mexn SPL. <8 643 (40) 646 (43) 666 (3.1) NS (6 63 Q9
Mean FO (m) Hz 1006 (13.5) 1001 (122) 135 (89) 1059 (72) 1038 (9.7
Mesn FO (D) Hr 190 (173) 1973 (162) 2009 (193) 2287 (20.7) 2253 (13.4)
STSD ST 168 (052) 160 (D60) 183 (0.71) 230 (0.8%) 221 (077
UL PAB displacement mm 153 (061) 147 (087 202 (093) L85 (083) 139 (020)
UL AEP displacement mm 159 (080) 162 (089) 219 (0.94) 193 (090) 1.70 (093)
UL OP peak velocity mms 338 (127) 356 (23S) 42 (226) 196 (215 P (13¢)
UL CL pesk velocity s 17 (128) 325 (166) 435 (193) 168 (16]) 146 (i84)
LL PARE displacement mm 989 (312) ©65 (347) 1076 (3.42) 1095 (3.66) 108D (3.76)
LL AEP dizplacement mn 903 (290) 338 (323) 1004 (3.34) 10238 (3.65) 1001 (3.6)
LL OP pexk velocity s 1499 (S1.8) 1524 (514) 1646 (590) 1643 (65.1) IS (670)
LL CL pexk velneity mavs 1872 (634) 1743 (653) 1930 (649) 2053 (71.7) 2021 (78.6)
low LV = speech after exhaling most of the air in the kings
EEL = speech afier a sigh, withoe an inhatation
ref = reference or cortrol condition
v = tpeech afier & derp intadation
oo ch produced Dy &3 afirvadecp v
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Table 2.
F-ratios and probability values for repeated measures
ANOVAs on all dependent measures.

Measure F-ratioc  p-value df
LV initiation 136.84  <.001 4,32
LV termination 157.66 <.001 432
LV excursion 2.19 093 432
Utterance duration 421 .008 4,32
Mean SPL 25.78 <.001 432
Mean FO (m) 255 080 4,16
Mean Fb ® 15.65 <.001 4,16
STSD 18.97 <.001 432
UL PAE displacement 67  <.001 432
UL AEP displacement 41 .004 4,32
UL OP peak velocity 3.84 .012 432
UL CL peak velocity 572 .001 432
LL PAE displacement 2.44 067 4,32
LL AEP displacement 3.28 .023 432
LL OP peak velocity 211 .103 432
LL CL pezk velocity 2.66 050 432

was initiated changed significantly, since this was the inde-
pendent variable (F [4,32] = 136.84,p < .001). The results
of the nonorthogonal contrast analyses are reported in Table
3. They indicate significant differences between the refer-
ence set (59.0% VC) and each of the other speaking condi-
tions (low lung volume (26.0% VC), EEL (43.0% VC),
maximum lung volume (89.4% VC) and maximum lung
volume while speaking normally (87.1% VC) ) for the
measure of lung volume at the start of the sentence.

The end of sentence lung volume level also changed
significantly (F [4,32] = 157.66, p < .001). The contrasts
between the reference set (51.6% VC) and each of the other
speaking conditions (low lung volume level (19.7% VC),
EEL (35.7% VC), maximum lung volume (83.8% VC) and
maximum volume while speaking normally (79.3% VC) )
were all statistically significant.

There were inconsistent changes in lung volume
excursion, which did not reach significance in the ANOVA

. Table 3.
Nonorthogonal contrast analysis results for lung volume level
conditions, comparing each against the reference or control condition.

Metsurs owlLV EEL v emeo

Fato pwbe Fato pwvie Fmto pvake Fmio prabe
LV isiziation ST <001 3865 <00l SASI <00t 15255 <00
LV termization s1s8 <001 2726 001 9824 <001 14TT <00
LV excurion 086 4m O M9 332 ez L0 Im
Utterance durstica 017 o 32 07 141 86 4m 0%
Meaa SPL 447 0S4 444 084 3895 <00l S8 019
Mexa FO () 157 218 226 207 234 62 18 24
Mexn FO.() o3 MS 127 32 364 004 69 001
sTSD 184 200 14 009 241 001 376 088
UL PAE displscement 125 oot 205 001 162 NS $31 046
UL AEP Gisplacement 1066 010 1306 006 27 130 604 036
UL 0P peak velocity 674 09 1207 007 235 160 S41 048
UL CL peak velocity 1019 011 1683 003 438 054 607 036
LL PAE displacemert 241 .S 400 O o012 .m3 001 S
LL AP displacemmert a7 06 400 0T 025 60 001  SM
LL OP peak velocity 324 035 218 .44 000 9% 067 4
LL CL pesk velocity 029 &2 353 053 14 26 los I

low LV = specch after exhaling mont of tho sis in the hings

EBL = speech after s tigh, without an inkalstion

ey = gpeech efter 8 deep inhalation
m-mmumuww.mm

(E [4,32] = 2.19, p=.093) or in any contrast. There was
considerable variability in this measure across the subjects.

Phonatory Activity

The utterance duration changed significantly when
lung volume level was adjusted (F [4,32] = 4.21,p=.008).
Only in the low lung volume level condition (1.54 s) did the
contrast with the reference set (1.65 s) approach statistical
significance (p = .011) for this measure. These data are
shown in Figure 2. .

SPL changed significantly as a function of lung
volume level (E [4,32] = 25.78, p <.001). Contrasts were
statistically significant on this measure between the refer-
ence set (66.6 dB) and for speech after a maximal inhalation
(71.9 dB).

Mean fundamental frequency for females changed
significantly with lung volume level (E [4,16] = 15.65,p <
.001). Contrasts were significant between the reference set
(201 Hz) and for speech after a maximal inhalation (229 Hz)
and for speech produced as normally as possible after a
maximal inhalation (225 Hz).

Mean fundamental frequency for males increased
for the higher lung volume conditions, but the changes were
not statistically significant forthe ANOVA (E[4,16] = 2.55,
p=.080) or any contrasts. The slightly greater increases for
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Figure 2. Mean and standard deviation sentence duration as a function
of lung volume level. Low LV = speech produced after exhaling most of
the air in the lungs. REL = speech following a sigh without an inhalation.
Ref = control or reference condition. mxLV = speech after a deep
inhalation. mxNO = speech produced as normally as possible after a
maximal inhalation.
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Figure 3. Mean Fo for male and female subjects as a function of lung
volume level.
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females led toalevel by sex interaction when F, data for both
sexes were analyzed together (E [4,32] = 5.56,p=.002; see
Figure 3).

Fundamental frequency variability (STSD)changed
significantly as a function of lung volume level condition (E
[4,32] = 18.97, p < .001). The significant contrasts were
between the reference condition (1.8 ST) and speech initi-
ated at EEL (1.6 ST) or after a maximal inhalation (2.3 ST -
see Figure 4).

Some of the males showed a difference in STSD
between the EEL and reference conditions, whereas the
females did not generally show as great a difference. Some
of the female subjects also showed more dramatic STSD
increases for the higher lung volume level conditions. These
patternsresulted in alevel by sex interaction for this measure
(E [4,32) = 5.85, p=.001).

Articulatory Activity

UpperLip: The openingdisplacement of the upper
lip for the /pae/ gesture (see Figure 5) changed significantly
across the lung volume level range (E [4,32] = 6.73, p<
.001). Significant contrasts were found between the refer-
ence set (2.0 mm) and the low lung volume (1.5 mm), and
EEL (1.5 mm) conditions.
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Figure 4. Semitone standard deviation as a function of lung volume level.
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Figure 5. Upper lip opening displacement as a function of lung volume
level.

The magnitude of the /aep/ gesture (for closing)
changed significantly with lung volume level (E [4,32] =
4.77, p = .004). As was the case for the opening gesture,
significant contrasts existed between the reference set (2.2
mm) and the low lung volume (1.6 mm), and EEL (1.6 mm)
conditions.

The magnitude of the peak velocity for upper lip
opening changed with lung volume level (E [4,32] = 3.84,p
= .012). There was a significant contrast between the
reference set (44 mm/s) and speech at EEL (36 mm/s).

The size of the closing velocity peak also changed
across the respiratory conditions (F [4,32] = 5.72,p=.001).
Again the significant contrast was between the reference set
(44 mmn/s) and speech at EEL (33 mm/s).

Lower Lip: The displacement for the lower lip
closing gesture changed (E[4,32] = 3.28,p=.023) across the
range of lung volumes, but none of the individual contrasts
were found to be significant. For the lower lip opening
gesture, changes in displacement were not significant, even
at the p < .05 level.

The peak closing velocity changed across the lung
volume level continuum (E [4,32] = 2.66,p=.050), but none
of the contrasts were significant. The peak velocity for
opening did not change significantly (E [4,32] = 2.11,p=
.103) across the respiratory conditions.
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Discussion

Few studies have manipulated lung volume level as
an independent variable (Hoit, Solomon & Hixon, 1993).
Rather, the focus has been on the respiratory characteristics
of sﬁeech produced under a variety of conditions (Russell &
Stathopoulos, 1988; Smith & Denny, 1990; Stathopoulos,
Hoit, Hixon, Watson & Solomon, 1991; Stathopoulos &
Sapienza, 1993). The present study, therefore, represents a
departure from the direction taken by most investigators of
respiratory function, and augments previous research by
examining changes that occur in phonation and articulation
as respiratory patterns are deliberately manipulated.

The data support the view that there may be a fairly
simple relationship between respiratory effort, sound pres-
sure level and fundamental frequency. In other words,
changes in lung volume level have a reasonably predicable
impact on phonatory behavior. This could be due to aerody-
namic, biomechanical factors, since the increased recoil
forces found at high lung volume levels would be expected
to elevate subglottal pressure, and thus SPL and F,(Hixonet
al., 1971; Isshiki, 1964; Lieberman et al., 1969; Titze, 1989,
1994). It seems reasonable that the neural control of respi-
ration and phonation should be closely coordinated, since
laryngeal reflexes play such an important role in airway
protection (Widdicombe, 1974), and because brain stem
motor neurons which are active in respiratory control have
alsobeen associated with laryngeal activity (Newsom Davis,
1970).

In contrast, there does not seem to be a straightfor-
ward link between lung volume level and articulatory excur-
sions and velocities. The changes in sound pressure level
which occurred as a function of lung volume level led to
phonatory changes, and might also be expected to lead to
changes in articulatory activity, since previous work has
shown that articulatory displacements and velocities in-
crease when speakers talk more loudly (Dromey etal., 1995;
Schulman, 1989). However, the SPL increases athigherlung
volume levels were associated with slightly larger excur-
sions and velocities for the lower, but not for the upper lip,
when the mean data for 10 subjects are considered. When the
individual subjects are examined, 6 of the 10 had the largest
upper lip displacements and velocities for the reference
condition. Thus, there may be a predictable association
between respiratory effort and phonatory variables, but the
impact on articulatory measures is notcomparable. This may
be.because there is a less direct biomechanical relationship
between respiratory effort and articulatory excursions, or
because the neural control mechanisms for articulation are
not as closely tied to respiratory regulation as are those for
the larynx. It might be speculated that when intensity is
deliberately increased (e.g., Schulman, 1989), the motor
control strategies involved are different than when intensity
increases as a consequence of modifications to lung volume
level. Itis also possible that the SPL increases at high lung

volume levels in the present study (5 dB) were not suffi-
ciently large to elicit a consistent articulatory kinematic
effect.

Itis unclear why there would be a shorter utterance
duration (a faster mean rate of speech) in the non-reference
respiratory conditions. While in individual contrasts the
reference tokens only differed significantly from those initi-
ated atlow lung volume levels, there is nevertheless a pattern
in the data, with 6 of the 10 subjects having the longest
sentence duration in the reference condition. It is plausible
that in the EEL and low lung volume conditions, speech
became faster in many instances because of uncertainty on
the part of the subjects as to whether there would be sufficient
air for speech. Alternatively, the subjects might have had a
sensation of increased effort in attempting to maintain ad-
equate pressures and flows for speech when speaking at very
low lung volume levels, since significant muscular effort is
required to counteract the inspiratory recoil forces (Hixon,
1973). This might have prompted the subjects to speak more
quickly to avoid a prolonged expenditure of expiratory
effort. But the reason for more rapid speech for some
subjects atthe very highlung volume levels is unclear, unless
perhaps, the extreme recoil forces activated pressure-sensi-
tive upper airway afferents (Sant’ Ambrogio, Mathew, Fisher
& Sant’ Ambrogio, 1983). This could have led to a sensation
of excess pressure, and thus an urgency to speak the sentence
because of the difficulty in counteracting such high recoil
forces. Godfrey (1974) reported that the discomfort associ-
ated with breath holding at high lung volume levels could be
relieved by movements of the chest wall. It is possible that
speakers in the present study felt uncomfortable speaking at
very highlung volume levels, and rushed to speak as aresult.

The decreases in upper lip displacements and ve-
locities in speaking conditions where the rate of speech
increased could represent an articulatory undershoot of
spatial targets (Ostry & Munhall, 1985). However, previous
research has shown that an increase in rate can have very
differenteffects on articulatory displacements and velocities
across subjects (Adams et al., 1993). Some speakers in-
crease the velocities of their articulatory movements while
maintaining similar displacements; others reduce movement
excursions but do not change their velocity; still others
decrease both the amplitudes and the velocities of their
articulatory movements (Flege, 1988). Thus, the present
findings of decreases in upper lip displacement for non-
natural respiratory conditions might not necessarily be a
rate-induced phenomenon.

The condition in which subjects were instructed to
speak as normally as possible ata high lung volume level was
included to examine whether subjects would be capable of
compensating for the increased recoil forces which would be
encountered in this lung volume range. As the respiratory .
data show, part of the compensation involved inhaling to a
slightly lower level, although this was only about 2% differ-

NCVS Status and Progress Report » 66



ent from the previous condition where the instruction was
simply to speak after inhaling maximally. It is also possible
that this slightly reduced lung volume level occurred as a
sequencing effect, since subjects had spoken at their lowest
lung volume level prior to this condition. SPL decreased 4
dB from the simple maximum lung volume condition, but
remained 2 dB above the reference condition, suggesting an
incomplete compensation for the elevated subglottal pres-
sure at the maximum lung volume level.

If intraoral pressure increased substantially at high
lung volume levels, the speakers in the study might have
altered their articulatory activity in reaction to the pressure.
Previous work (Netsell, 1969; Shipp, 1973) has shown that
during voiceless stops, intraoral air pressure is essentially
equal to tracheal pressure. Williams, Brown and Turner
(1987) have shown that speakers can detect changes in
intraoral pressure as small as 1 cmH2O. Itis possible that the
pressure changes in the present study were larger than this. It
might be speculated that in the voiceless plosive context of
the present study, intraoral air pressure increases disturbed
the subjects’ ability to achieve normal patterns of lip closure.
Future studies where intraoral pressure is measured could
help clarify this potential effect.

Speaking at elevated lung volume levels in the
present study resulted in intensity increases, even though
subjects were not instructed to speak more loudly. Many
clinicians encourage their voice disordered patients to im-
proverespiratory support for speech, especially where speech
is initiated without adequate inhalation before an utterance.
The present results suggest that such a strategy would be
valuable in achieving improved vocal intensity, if this were
one of the therapy goals. The present study did not examine
vocal function in detail, and it might be found that there were
improvements in the quality of phonation as speakers pro-
gressed from a lower than normal to a normal or slightly
elevated lung volume level. Future studies which investigate
the acoustics and aerodynamics of phonation in greater detail
would be useful to investigate lung volume level effects,
particularly withregard to the impact on vocal fold adduction
and changes in the glottal source spectrum.

The present study examined healthy speakers in an
artificial speech context under somewhat unusual respira-
tory conditions. Nevertheless, the data show that efforts
aimed at modifying the activity of one speech subsystem--in
this case respiration--can have varying degrees of impact on
the phonatory and articulatory subsystems. These findings
underline the need for researchers to be aware of potential
carry-over effects between different parts of the speech
production mechanism when the activity in one individual
subsystem is manipulated. As more is learned about the
overall coordination of speech production, it might be pos-
sible to develop more effective treatment approaches which
take advantage of the natural interactions between the differ-
ent subsystems (Dromey et al., 1995; Ramig et al., 1995).
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Abstract

This study examined sound pressure level (SPL),
self-perception of speech and voice, duration of maximum
sustained vowel phonation, and sex differences that may
exist among these variables in men and women with idio-
pathic Parkinson disease as compared to healthy individu-
als. Thirty subjects with Parkinson disease (PD; 15 men, 15
women) and 14 healthy comparison subjects (HC; 7 men, 7
women) participated in the study. Measures included SPL
in a variety of speaking tasks, duration of maximum sus-
tained vowel phonation, and self-ratings of perceptual char-
acteristics pertaining to speech and voice. Variability was
examined by having subjects repeat the data collection
procedure on three different days. Results revealed that
subjects with PD were 2.0 - 4.0 dB SPL lower than HC
subjects. No significant differences for tasks, sex, and day-
to-day variability were identified for SPL, or for duration of
maximumsustained vowel phonation. Self-ratings of speech
and voice characteristics revealed that men and women with
PD rated themselves more severely impaired than HC men
and women on variables such as loudness, hoarseness, and
confidence in the voice. These results support the com-
monly reported perceptual characteristic of reduced vocal
loudness in people with Parkinson disease with a related
acoustical measure and provide an initial probe into self
perception of speech and voice in this population.

Introduction

Parkinson disease is a degenerative condition re-
sulting from a nigrostriatal dopamine deficiency
(Homykiewicz, 1966; Hornykiewicz & Kish, 1986). Ap-
proximately 75% of people with Parkinson disease have
speech and voice characteristics that affect their communi-

cation abilities (Canter, 1965; Hartelius & Svensson, 1994;
Logemann, Fisher, Boshes, and Blonsky, 1978; Ramig,
Bonitati, Lemke, & Horii, 1994), including perceptual char-
acteristics of reduced loudness, reduced pitch variability,
imprecise articulation, and rate disturbances (Critchley,
1981; Darley, Aronson, & Brown, 1969a, 1969b). While
these perceptual characteristics have been well documented,
the description of speech and voice in this population
remains incomplete. Examination of the existing speech
and voice literature reveals differences between reported
perceptual characteristics and related acoustical measures of
people with Parkinson disease (Boshes, 1966; Canter, 1963;
Logemann et al., 1978; Metter & Hanson, 1986). In addi-
tion, important descriptive variables, such as self-percep-
tion of speech and voice, and sex-related differences have
not been considered. The purpose of this study is to address
some of the incomplete aspects of the descriptive literature
in order to provide a more comprehensive understanding of
speech and voice characteristics in people with Parkinson
disease.

Reduced vocal loudness is a commonly reported
perceptual characteristic in people with Parkinson disease
(Critchley, 1981; Logemann et al., 1978). SPL is a measure
that closely relates to vocal loudness and has been used as its
acoustic correlate (Boshes, 1966; Canter, 1963; Canter,
1965; Ludlow & Bassich, 1984; Metter & Hanson, 1984);
however, studies of SPL have not reported significant differ-
ences between subjects with Parkinson disease and healthy
comparison subjects at the normal loudness level (Boshes,
1966; Canter, 1963; Canter, 1965; Metter & Hanson, 1986).
The lack of group differences for SPL is puzzling given the
commonly reported characteristic of reduced loudness in
people with Parkinson disease. Variability among study
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designs, such as different sample sizes, population compari-
sons, or tasks used for speech samples, may be contributing
to these discrepant results.

Perceptual studies of speech and voice characteris-
tics of people with Parkinson disease have included large
sample sizes (Darley et al., 1969; Logemann et al., 1978),
but healthy comparison subjects were not used. Acoustical
studies looking at SPL during speaking tasks have included
comparison subjects, but smaller sample sizes were used
(Boshes, 1966; Canter, 1963; Canter, 1965; Metter & Hanson,
1986). Lack of a comparison group in perceptual studies
suggests thatjudges rating speech samples were aware of the
subject’s condition of Parkinson disease and may have been
biased in their ratings. In contrast, SPL studies have in-
cluded healthy comparison subjects, and no differences
between subject groups were found.

Obtaining large sample sizes of a clinical and
comparison population is difficult and expensive. The use
of multiple data collection sessions on subjects has been
suggested as an efficient and cost-effective alternative to
increasing sample size (King, Ramig, Lemke, Horii, 1994).
This repeated measures approach not only increases sam-
pling, italso increases control over subject variability (Keppel,
1991). People with Parkinson disease have been reported to
be variable in their speech and voice performance ability,
especially when tasks are effort-dependent (Kent, Kent, &
Rosenbek, 1987) and conducted in clinical testing situations
(Weismer, 1984). I[n addition, King et al. (1994) docu-
mented a learning effect in people with Parkinson disease
resulting in improved performance of speaking and voice
tasks from the voice assessment experience alone. Examin-
ing day-to-day performance could help identify the nature of
variability exhibited by people with Parkinson disease and
the amount of learning effect associated with repeated task
assessment.

Tasks used for speech samples may be another
factor contributing to discrepancies between reports of re-
duced vocal loudness and SPL in people with Parkinson
disease. Conversation or a combination of reading and
conversation were used for speech samples in perceptual
studies (Darley et al., 1969; Logemann et al., 1978), while
readingand monosyllables were used for SPL studies (Boshes,
1966; Canter, 1963; Canter, 1965; Metter & Hanson, 1986).
Examining a variety of tasks ranging from structured to
spontaneous speaking would elicit different speech and
voice abilities and provide information about how these
different task demands affect SPL.

Little information exists on the self-perception of
speech and voice characteristics in people with Parkinson
disease. Sensory deficits have been reported in people with
Parkinson disease in relation to bradykinesia, or slowness of
movement, which is one of the fourprimary signsof Parkinson
disease (Barbeau, 1986). This slowness of movement has
been hypothesized to be the result of either a delay in the

integration of sensory feedback or an inability to process
sensory input which results in a decreased amplitude of
motor output (Barbeau, 1986; Schneider, Diamond, &
Markham, 1986; Schneider, Diamond, Markham, 1987).
Barbeau (1986) contended that this deficit was evidenced in
the loss of loudness, pitch, and intonation of the voice as well
as other motor functions in people with Parkinson disease.
Given that sensory feedback may be impaired in people with
Parkinson disease, it is of great interest to assess self-
perception in this population. .

Sex differences in areas other than speech and
voice have been reported in people with Parkinson disease.
For example, a study of motor activity identified that men
with Parkinson disease demonstrated a significantly lower
amount of motor activity as compared to women with
Parkinson disease and healthy subjects (Van Hilten,
Hoogland, van der Velde, van Dijk, Kerkhof, and Roos,
1993). Ina study by Pantelatos and Fornadi (1993), clinical
features and medical treatment associated with age of onset
of Parkinson disease were examined. Results indicated that
women with young onset Parkinson disease had a signifi-
cantly longer duration of the disease and that they were
started on L-dopa treatment later than men.

The literature reveals that speech and voice data on
people with Parkinson disease have given little attention to ’
sex differences, and that existing speech and voice data are
primarily frommen (Canter, 1965; Forrest, Weismer, Turner,
1989; Kent et al., 1994; Ramig, et al., 1994; Metter &
Hanson, 1986; Solomon & Hixon, 1993). A few studies of
speech and voice characteristics of people with Parkinson
disease have described observed sex differences. Kentetal.
(1994) reported that laryngeal phonetic function for speech
intelligibility appeared to be more disrupted in men as
compared to women with Parkinson disease. In a study of
spectrographic analysis of vowels by Hertrich and
Ackermann(1995) it was reported that women with Parkinson
disease demonstrated increased amounts of subharmonic
energy in vowel production and more abrupt changes in
fundamental frequency as compared to men with Parkinson
disease.

Given that sex differences have been identified in

“various aspects of Parkinson disease and in some speech and

voice characteristics, examination of sex differences is es-
sential forunderstanding it’s role in speech and voice data of
people with Parkinson disease.

The present study was designed to examine SPL
and self-rated perceptual speech and voice characteristics of
men and women with Parkinson disease as compared to
healthy men and women. Variables examined included SPL
in various speaking tasks, duration of maximum sustained
vowel phonation, and self-rated perceptual characteristics
pertaining to speech and voice. Each subject repeated the
data collection procedure on three different days within a
four day period. Group, sex, and day-to-day differences
were examined for all tasks.
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Methods

Subjects

Forty-four subjects volunteered to participate in
this study. Thirty subjects with idiopathic Parkinson disease
(PD; 15 men, 15 women) and 14 healthy comparison sub-
jects (HC; 7 men, 7 women) were included. Mean ages of
the men and women with PD were 72.5 years (sd=8.7) and
66.7 years (sd=11.2), respectively. Mean ages of the men
and women in the HC group were 71.7 years (sd=7.5) and
67.9 (sd=7.5) years, respectively. A one-way analysis of
variance revealed no significant differences (p .05) in age
among the four groups (E (3, 40) = 1.16, p = 0.335).

Subjects with PD were examined on additional
variables, such as time post diagnosis and stage of Parkinson
disease (Hoehn & Yahr, 1967). Subjects ranged in time post
diagnosis from 1.5 to 20 years with a mean of 8.0 years
(sd=4.9) for men, and 6 months to 19 years with a mean of
7.0 years (sd=6.3) for women. Anindependent groups t-test
revealed no significant difference (p .05) between men and
women with PD for the variable time post diagnosis (t (28)
=-0.50, p=-0.62). Stage of disease ranged from 2.0 to0 5.0
with a mean of 2.85 (sd=1.0) for men and 1.0 to 4.0 with a
mean of 2.40 (sd=0.8) for women. Stage of disease was
available for 10 men and 10 women with PD, thus, signifi-
cance testing was based upon n=20. Anindependent groups
t-testrevealed no significant difference (p .05) between men
and women with PD for the variable stage of disease (t (18)
=-1.11, p =0.28).

All subjects with PD were taking anti-Parkinson
medications at the time of data collection. Subjects did not
change medications during this period. Subjects were not
always seen at the same time in their medication cycle due
to the logistics of scheduling the sessions. Given that
medication has been documented to have a limited affect on
improving speech and voice in people with PD and signifi-
cant differences in speech and voice abilities have not been
reported at different times in subjects medication cycle
(Hanson, Gerratt, & Ward, 1984; Larson, Ramig, & Scherer,
1988; 1994; Solomon & Hixon, 1993), this was judged not
to be of great concem. The experimenters did record the
time of each subjects last medication and next medication at
the beginning of each session for reference in the event that
large or unusual variability was observed in a subject’s
performance from session to session.

Healthy comparison subjects were free of any
known condition that could affect their speech or voice, with
the exception of one man in the comparison group who
reported being an “occasional” smoker. To confirm that
subjects were clear of any laryngeal pathology,
videolaryngostroboscopic examinations of the larynx were
conducted on all subjects by an otolaryngologist prior to the
subject’s participation in the study.

Procedures and Equipment

Subjects participated in three data collection ses-
sions within a 4 day period. Sessions consisted of recording
a variety of speaking and voice tasks, and completion of a
self-rated perceptual form.

Audio recordings were made with subjects seated
in a sound-treated booth. A head-mounted microphone
(AKG C410) was fitted to each subject’s head with mouth-
to-microphone distance of approximately 5 cm remaining
constant throughout the session. A sound level meter (SLM)
(Bruel & Kjar 2236) was placed 30 c¢cm in front of the
subject’s lips and maintained at that distance throughout the
recording session. The microphone and SLM signals were
recorded onto a digital audio tape (DAT) 8-channel recorder
(Sony PC-208AUC). In addition, the experimenter hand
recorded the peak SPL measures that were continuously
displayed at 1 sec intervals from the digital output of the
SLM during all speaking and voice tasks. The same experi-
menter collected all the hand written SPL data.

Speaking and Voice Tasks

SPL was recorded during four speaking and voice
tasks. These ranged from structured tasks, such as maxi-
mum sustained vowel phonation and reading, to less struc-
tured tasks, such as picture description and monologue.
Task requirements and instructions were as follows:

Six maximum duration sustained vowel phonations were
elicited, four at the beginning of the recording session and
two at the end. Subjects were instructed to “take a deep
breath and say ‘ah’ for as long as you can.” A clock with a
second hand was provided for the subjects to watch and each
subject was encouraged to monitor his or her performance.
No instructions for loudness level were given for this task.

Subjects were asked to read aloud a phonetically
balanced paragraph “The Rainbow Passage™ (Fairbanks,
1960) at a normal pitch and loudness level. The reading
passage was in large type and placed on a music stand in
front of the subjects at a distance comfortable for them to
read the words.

Samples of spontaneous speech were obtained by
asking the subjects to, “Give me 30 seconds of monologue
on a topic of your choice.” If the subject could not generate
atopic, the experimenter would provide a cue, such as “Tell
me about what you are doing today” or “Tell me about a
memorable vacation.” No instructions were given for loud-
ness level.

Subjects were asked to describe a standard picture,
the “Cookie Theft” picture (Goodglass & Kaplan, 1983).
The picture was placed on a music stand in front of subjects
at a distance comfortable for them to see it. Subjects were
instructed to describe the picture for 30 seconds. No
instructions for loudness level were given.
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Perceptual Self-Rating Task

Subjects were asked to complete a perceptual self-
rating scale at each of the three recording sessions. A visual
analog scale (Kempster, 1984; Schiffman, Reynolds, &
Young, 1981) was used to obtain subject self-ratings on nine
variables related to voice (loudness, shakiness, hoarseness,
monotone), speech (slur, mumble), and spoken communica-
tion (understood by others, participate in conversation, and
start conversation). A complete description of this scale has
been provided previously (Ramig, 1992).

Data Analysis

SPL means were calculated using the continuously
hand recorded peak SPL that was displayed at 1 sec intervals
from the digital output of the SLM during all speaking and
voice tasks. Comparison of mean SPL measures derived
from hand recorded second-to-second peak SPL with mean
SPL measures derived from a custom built software pro-
gram analysis of SPL (Ramig, Countryman, Thompson, &
Horii, 1995) has been previously reported to be comparable
(Countryman & Ramig, 1993). Because the computer
program incorporates the entire contour of SPL and the hand
recorded method incorporates peak SPL, the latter method
generates data approximately 1 to 2 decibels greater than the
computer method of analysis. Given the large sampling of
SPL in this study, use of the hand recorded peak SPL at 1 sec
intervals was the preferred method for deriving SPL means.
Since this method of analysis was used for both subject
groups, any difference between subject groups would notbe
attributable to the analysis method used.

The SPL means for the maximum duration sus-
tained phonation task were derived by first calculating the
mean SPL of the six maximum phonations from each re-

cording session. The mean SPL of these six phonations was
then calculated to be the overall mean SPL of the maximum
sustained phonation task for each of the three recording
sessions. The SPL means for the reading passage, mono-
logue, and picture description were derived by calculating
the mean SPL for each speaking task for all three recording
sessions.

Duration of maximum sustained vowel phonation
was analyzed using a custom-built software program em-
ploying standard procedure (Ramig et al., 1995). The mean
duration was analyzed for the six maximum sustained vowel
phonations elicited at each session. These data were then
used to calculate an overall mean duration of the maximum
sustained vowel phonation task for the three recording
sessions.

Given that this was an initial probe into self-
perception of speech and voice characteristics and for ease
of analysis, only session 3 of the perceptual data were
examined. Session 3 data were chosen because it provided
the most complete data set. Standard procedure for analysis
of visual analog scales was used to examine perceptual data
(Boeckstyns & Backer, 1989).

Intrasubject and intrameasurer reliability were cal-
culated for SPL, duration of maximum sustained vowel
phonation, and the self-rated perceptual scales. SPL and
duration of maximum sustained vowel phonation data from
sessions 1, 2, and 3 were correlated, and mean difference
scores were calculated forintrasubjectreliability. Self-rated
perceptual data from sessions 2 and 3 were correlated and
mean difference scores were calculated for intrasubject
reliability. Intrameasurer reliability was determined by
recalculating 25% of the SPL data, remeasuring 25% of the
duration of maximum sustained vowel phonation data, and

Table 1.
Mean (and standard deviation) SPL (in dB SPL at 30 cm) for men and women with Parkinson disease (PD)
and healthy comparison (HC) men and women across sessions and tasks.

Sustained Phonation Rainbow Passage Monologue Ricture Description
[Crowp Session1_ Session2  Session3  Session]  Session2  Sessiond  Gessonl  Session2  Session3d  Sessionl  Session?  Gession3
PDMen .11 6953 70.19 nn 72.64 7 7024 954 70.10 6950 7053 7135
=15 (4.55) 441 545) | G90) (920 (408 | w29 (37 @452 | (598 (452 .61
PD 67.60 6854 63.78 69.96 70.17 7035 6801 6875 6824 6836 6839 6838
w?sm 415) (492 (545 | G2n (a8  (333) | (280 (356)  (405) | (478  (3.56) 4.10)
ns,

" |HCMen | 7330 7459 75.06 7364 7348 7420 7239 7156 7245 2 7246 715
™7 (4.55) 541 (708 | (3620 (318 (373 | 479 @0  (530) | (399 (448 448)
HC 7233. 718 71.73 7330 7374 7343 N2 M na 71.00 7166 7194
;Vﬂonm, (514) - (5260 (598) | (123) (113 (163 | Q79 (160 (240 | 236 (242 (2.98)
dBSPLat30 am ’

* Complete data available for all subjects except one man with Parkinson disease who did not have
session 3 data.
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Table 2. Table 3.
F and p values for significance testing on SPL data Overall mean differences (and standard deviation) of SPL
for groups with sex and session data pooled.
Between Subject . Sotined Phontion o —n
Effect df F Value P Value P 856 728 @918 s
sex 1,4 393 01185 | o wn asa - e
group 1,4 9.79 0.0352* o br oo om ‘ b
sexXgroup 1,4 233 0.2020 Diterence o 27 a7 . 52
Within Subject Effect SPLat0on
task 1,4 0.65 0.4656
taskXsex 1,4 0.99 0.3769
kX emXero e byt 01713 Table 4.
session up l: 4 124 03286 Mean (and standard deviation) maximum duration sustained
sessionXsex 1,4 0.18 0.6937 phonation times (in seconds) for men and women with
sesslonXgroup 1,4 0.63 0.4710 Parkinson disease (PD) and healthy comparison (HC) men and women.
! 1,4 0.08 0.7908
taskXsession L4 133 93134 Maximum Duration Sustained Phonation
taskXsessionXsex 1,4 0.15 0.7160 .
taskXsessionXgroup 1,4 0.15 0.7160 e
taskXsessionXgroup 1,4 0.59 0.4854 Group Session 1 Session 2 Session 3
*Significance p £.05 PD Men* 17.98 18.06 18.46
=13 (7.14) (3.77) (5.87)
remeasuring 25% of the session 3 visual analog scales. PWD (175';?) (164“7.54) (185.67:)
Correlation coefficients and mean difference scores were n=lS ) ’
calculated for all intrameasurer reliability checks.
HCMen 1727 1738 16.07
Results n=7 (6.94) (5.57) (5.12)
Reliability HC 17.62 17.82 17.94
. . ey g . . W 4.74 3. 01
SPL intrasubject reliability resulted in correlation m‘;m “74 3.90) .01

coefficients that ranged from 0.82 to 0.88, and mean differ-

ence scores that ranged from 0.28 dB SPL to0 0.59 dB SPL. -

Duration of maximum sustained vowel phonationintrasubject
reliability resulted in correlation coefficients that ranged
from 0.91 to 0.93 and mean difference scores that ranged
from 0.05 to0 0.11 sec. The results of intrasubject reliability
for the self-rated perceptual scale was a correlation coeffi-
cient of 0.86, with a mean difference score of 0.24%. These
measures indicated good intrasubject reliability for SPL,
duration of maximum sustained vowel phonation, and self-
rated perceptual data. Recalculation of SPL data resulted in
a correlation coefficient of 0.99 and mean difference score
of 0.04 dB SPL. Intrameasurer reliability for duration of
maximum sustained vowel phonation was a correlation
coefficient of 0.99 and mean difference score of 0.15 sec.
Intrameasurer reliability for perceptual data was a correla-
tion coefficient of .99 and mean difference score of 0.07%.

SPL Data

Mean SPL (and standard deviation) for all subject
groups, sessions, and tasks are given in Table 1. This table
illustrates differences in SPL for groups, sex, and sessions.
A repeated measures analysis of variance (ANOVA) with
two within-subject factors (session and task) and two be-
tween-subject factors (group and sex) was conducted on the
SPL data to determine significance of any SPL differences.

* Complete data available for all subjects except two men with
Parkinson diseuse who did not have session 3 data.

Data were entered into a statistical analysis computer pro-
gram, (SAS, 1995), and a Type IV SS (Sum of Squares) was
used for hypothesis testing as an estimated function to
correct for the unbalanced design. Results are summarized
in Table 2. A significant difference was identified for the
main effect of group. No other significant main or interac-
tion effects were found.

Given that a significant group difference for SPL
was identified, the group differences for overall mean SPL
across tasks with sex and session data pooled are summa-
rized in Table 3. On average, the HC subjects produced
speech that was 2.00-4.00 dB SPL greater than the PD
subjects. Examination of group mean differences revealed
that the greatest difference in SPL between the PD subjects
and the HC subjects was with maximum sustained vowel
phonation, followed by monologue, picture description, and
the reading passage.

Duration of Maximum Sustained Vowel Phonation
Mean (and standard deviation) duration of maxi-

mum sustained vowel phonation for all subject groups

across sessions are provided in Table 4. A repeated mea-
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sures ANOVA with one repeated factor (session) and two
between-subject factors (group and sex) was conducted for
significance testing of duration time differences. No signifi-
cant differences (p .05) were identified for the main effect of
group (E (1, 38) = .28, p=.60), gender (E (1, 38)=.12,p=
.74), and session (E (1, 76) =.02, p=.98), or for any of the
related interactions. Duration of maximum sustained vowel
phonation ranged from 5.74 to 34.85 sec for subjects with
PD and from 8.47 to 26.23 sec for HC subjects.

Perceptual Data
A complete data set for the visual analog scale was
notavailable because of some subjects’ inability to complete
the form or an error in completing the form, such as skipping
anitem. Data for 12 men and 13 women with PD and 6 men
- and 7 women in the HC group were used. Mean ratings for
groups and sexes for each of the nine perceptual variables
are provided in Table 5
Given the small sample sizes, significance testing
was not conducted. To analyze group differences, 95%
confidence intervals were constructed for each perceptual
variable for all subject groups. Group differences were
determined by identifying confidence intervals that did not
overlap with each other. There were no differences between
the men and women within the HC group or between the men
and women within the PD group. Differences were identi-
fied when the PD men and women were compared with the

Table 5.
Mean ratings (and standard deviation) for session 3 perceptual
variables from the visual analog scale for men and women with
Parkinson disease (PD) and healthy comparison (HC) men and women.
Variable FD Men POWomen  HCMen  HC Women
n=12 n=13 nsé nm?7
Loudness 54.08 6177 85.00 8414 -
(17.56) 22.32) (12.74) (10.56)
Shaky 6633 6354 9133 8343
(20.17) (22.92) (10.33) (8.22)
Hoarse 60.92 55.62 87.83 8243
(18.15) 21.36) (10.94) (11.66)
Monotone 6217 6754 88.50 8343
(20.17) (18.40) (12.66) (10.97)
Slur 6925 67.69 9033 86.00
(16.80) (18.87) (8.96) 7.51)
Mumble 6233 63.62 84.83 un
(16.22) (20.81) (937 (8.56)
Understood 4950 6346 8767 80.29
by others (14.91) (2031) {7.20) {9.76)
Participate 5192 66.85 77.67 76.00
tnconv. (14.38) (21.12) (12.79) (14.82)
Start 48.25 6138 naz 74.86
conversation (12.62) (19.64) (16.73) (16.03)
Perceptual characteristics are rated on a scale of 0-100% with 0% being
the most severe and 100% the least severe.

HC men and women. Subjects with PD rated their speech
and voice characteristics more severely impaired than the
healthy subjects. These differences are summarized in
Table 6. Variables for which both the men and women with
PD rated themselves more severely impaired from the HC
subjectsincluded “shakiness” and “hoarseness” of the voice,
“slurred speech”, and “not being understood by others”.
Overall, the PD men differed from the HC men and women
on more perceptual variables than the PD women. Addi-
tional variables for which the PD men rated themselves more
severely impaired from the HC subjects included “loud-
ness” and “monotone” for the voice, “mumbled speech”,
“participation in conversation”, and “initiation of conversa-

7

tion™.

Discussion

Results of this study identified a significant group
difference for SPL between subjects with PD and HC sub-
jects. Men and women with PD were found to be 2.0 - 4.0
dB SPL lower than HC men and women. This 2.0 - 4.0 dB
SPL difference between subjects with PD and HC subjects
could have a considerable impact on speech intelligibility
given that an increase of 1 decibel at threshold can improve
speech intelligibility approximately 10% for a listener
(Scharf, 1978; Speaks, Parker, Harris & Kuhl, 1972). No
significant differences for sex, session, task, or related
interactions for SPL were found. In addition, no significant
differences for duration of maximum sustained vowel pho-
nation were identified for group, sex, sessions, or related
interactions. Examination of self-rated perceptual charac-
teristics revealed that subjects with PD rated themselves
more severely impaired than HC on perceptual variables,
such as hoarseness and being understood by others. Further-
more, men with PD were found to rate their speech and voice
more severely impaired from HC subjects on a greater
number of variables than women with PD.

The significant group difference for SPL between
subjects with PD and HC subjects identified in this study is
in contrast to previous studies that compared SPL between

Table 6.
Summary of differences between men and women with Parkinson
disease (PD) and healthy comparison (HC) men and women on self-
perceptual ratings of variables from the visual analog scale.

PDmen & HCmen PDmen & HC women  PD women & HCmen  PD women & HC women

Loud Loud Shaky Hoarse
Shaky Mumble Hoarse
Hoarse Understood by Others  Shur

Monotone Participate in ConversationUnderstood by Others
Slur Stant Conversation

Mumble

Understood by Others

PanticipateinConversation

Variables listed are ones that the two groups differed on based on analysis of 95% confidence
intervals,
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subjects with PD and HC subjects (Boshes, 1966; Canter,
1963; Canter 1965; Metter & Hanson, 1986). While previ-
ous studies did not report significant group differences for
SPL, they did report trends of lower SPL in subjects with PD
as compared to HC subjects. However, these trends were not
reliable enough to be statistically significant. The reason
this study detected a significant group difference for SPL
when others did not may be due to the extensive speech and
voice sampling obtained through the use of repeated data
collection sessions and a variety of speech and voice tasks.

Although variability has been reported in speech
and voice performance in people with PD, this study found
no significant variability in day to day performance across
tasks within the PD group for SPL or duration of maximum
sustained vowel phonation. Unlike the findings from King
et al. (1994) where subjects with PD improved their speak-
ing and voice performance from the voice recording expe-
rience alone, subjects with PD in this study did not demon-
strate a significant learning effect for task performance.
Thus, the nature of variability exhibited by subjects with PD
in this study could be considered to fall within the range of
normal clinical variability (Kent et al, 1987).

Examining a variety of speech and voice tasks was
of interest in this study to determine the effects of task
demand on SPL. While there were no significant differences
across tasks for either subject group, examination of group
means revealed some interesting trends. The reading task
produced the largest mean SPL in both groups while mono-
logue produced the lowest SPL in the HC subjects and next
to lowest in the subjects with PD. Aronson (1985) suggested
that people with PD may be able to produce a louder voice
on demand, but not spontaneously. This may have been
reflected in the SPL levels produced for reading and mono-
logue tasks in this study. The reading task was more of a
performance type task for which the subjects with PD may
have tried to meet the demands of the performance and
produced a louder voice even though they were instructed to
read at a normal pitch and loudness. However, the sponta-
neous speech required of the monologue provided no per-
formance demand, thus, subjects produced a lower SPL.

The ability of subjects with PD to produce a louder
voice in a task such as reading was further evidenced by
examining the group mean differences for SPL. Of all group
mean differences for tasks, reading was the smallest differ-
ence suggesting that the subjects with PD were able to more
closely approximate the SPL level of HC subjects in the
reading tasks. Incontrast, maximum sustained vowel phona-
tion produced the largest mean SPL difference between the
two groups, and was the task with the lowest SPL for subjects
with PD. Maximum sustained vowel phonation, while being
structured, may not have required the same performance
demand on the subjects that the reading task did.

Overall, task demand did not statistically signifi-
cantly affect SPL for the two subject groups; however,

variability in group mean differences was observed. The
greater difference in mean SPL between the PD and HC
subjects in conversation as compared to reading indicates
that a task such as conversation may be more sensitive to
group differences than a reading task. Thus, it is important
to include conversational samples in addition to reading
samples when examining vocal loudness and SPL in people
with PD. This allows for sampling a range of abilities, and
will provide a more accurate description of overall speech

. and voice abilities.

Considerable variability was observed for the du-
ration of maximum sustained vowel phonations in the sub-
Jjects with PD and HC subjects. This variability was consis-
tent with previous reports of maximum phonation times in
people with PD (King et al, 1994; Metter & Hanson, 1986).

While sex differences have been identified in some
aspects of speech and voice in people with PD (Kent et al,
1994; Hertrich & Ackermann, 1995), it did not play a
significant role for SPL or duration maximum sustained
vowel phonation in this study. Given this lack of sex
difference, one could expect SPL to be similar in both men
and women with PD, assuming that other characteristics of
their disease were similar.

Based on the finding of significantly reduced SPL
in subjects with PD as compared to HC subjects, the results
of this study support a therapy program that would target
increasing vocal loudness as measured by SPL. Recently,
such a speech therapy program has been developed. This
program, referred to as the Lee Silverman Voice Treatment
(LSVT), has been documented to be efficacious in improv-
ing perceived vocal loudness, SPL, and overall communica-
tion abilities in people with PD (Countryman, Ramig, &
Pawlas, 1994; Dromey, Ramig, & Johnson, 1995; Ramig,
1992; Ramig, 1995; Ramig et al., 1994; Ramig et al., 1995).
Results of this study not only support the approach, but may
be useful when considering appropriateness of a patient with
PD for therapy. The mean SPL levels for different tasks and
sexes in people with PD and healthy individuals could be
useful as reference SPL levels when completing initial
evaluations. In addition, documenting reduced SPL in a
potential client based on these findings may assist in making
a case for insurance reimbursement.

The perceptual information from this study serves
as an initial indication of differences between self-rated
perception of speech and voice in men and women with PD
and HC men and women. Despite possible sensory deficits
in people with PD that may affect their ability to put forth the
appropriate degree of motor speech output (Barbeau, 1986;
Schneider et al., 1986; Schneider et al., 1987), subjects with
PD in this study did perceive some deterioration of their
speech and voice performance abilities. This was indicated
by the more severe ratings from subjects with PD than the
HC subjects on variables from the visual analog scale. In
addition, the variables that the subjects with PD rated more
severely, such as loudness, hoarseness, and imprecise ar-
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ticulation, were similar to reports of disordered perceptual
characteristics from listener-rated studies (Darley et al.
1969; Logemann et al. 1978).

An interesting finding from examination of the
self-rated perceptual variables was that men with PD rated
themselves more severely impaired from the HC subjects on
a greater number of variables than the women with PD. One
explanation for the difference between men and women
with PD on their self-ratings of perceptual speech and voice
characteristics may be related to different life experiences.
A majority of the men with PD in this study reported being
career-oriented throughout their life time and had vocally
dependent jobs, such as being a lawyer, professor, or sales-
man, for which they relied a on speaking abilities for
success. In contrast, most of the women in the study did not
have a career focused life. Thus, the men with PD may have
been more attuned to their vocal abilities based on their life
experience, and as a result, they were more critical of
deterioration. This explanation would be interesting to
follow as more women who have career oriented lives
become part of the PD population. Ifthis explanation holds
true, then one would expect to see the self-rated perceptions
of speech and voice characteristics in women with PD to
become more severe over time.

Another possible explanation for the sex differ-
ences in self-rated perceptual variables in subjects with PD
may be related to tolerance of symptoms. Pantelatos and
Fornadi (1993) suggested that a sex-specific threshold for
tolerance of symptoms may exist, which they used to explain
why some women with young onset PD were started on
pharmacological treatment later than men. Perhaps, this
threshold for tolerance of symptoms in women with PD also
impacts their tolerance of deteriorating speech and voice
characteristics. If women with PD have a higher tolerance
for deteriorating speech and voice abilities as compared to
men, then they may be less critical and rate speech and voice

" symptoms less severe.

Conclusions

Several incomplete aspects of the descriptive lit-
erature of speech and voice characteristics of people with
Parkinson disease have beenaddressed in this study. Results
revealed that as a group subjects with PD were significantly
lower in SPL than HC subjects, which supports the com-
monly reported perceptual characteristics of reduced loud-
ness in people with PD with a related acoustical measure.
Analysis of self-rated perceptual speech and voice data
revealed that subjects with PD were aware of some speech
and voice deterioration as indicated by more severe ratings
from subjects with PD as compared to HC subjects. Finally,
sex differences did not play a significant role for any
measure of SPL; yet, it was a factor for self-rated perception
of speech and voice where men with PD were more critical
of speech and voice characteristics than women with PD.
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Abstract

This study was designed to describe the frequency
* of occurrence and type of perceptual voice and speech
characteristics in 45 patients with idiopathic Parkinson
disease. Three experienced listeners rated the presence or
absence of 43 voice and speech characteristics from read-
ings of the “Rainbow Passage.” Disordered voice quality
was identified in 91% and disordered articulation in 56% of
the patients. Sex differences did not exist for frequency of
occurrence or type of voice and speech characteristics.
Disordered voice characteristics, such as a hoarse/harsh/
rough voice quality, were prevalent early in the disease
course while disordered speech characteristics, such as
imprecise articulation, appeared more frequently later in the
disease course. Both the frequency of occurrence and
number of disordered voice and speech characteristics gen-
erally increased as duration of the disease and UPDRS motor
section score increased. The early onset and frequent
occurrence of disordered voice characteristics in patients
with Parkinson disease supports the need for timely referrals
for speech treatment. Since an effective speech treatment
for patients with Parkinson disease now exists, speech
treatment referrals made at the onset of disordered voice or
speech characteristics will enable patients to preserve their
functional oral communication for a longer period of time.

Parkinson disease effects over one million Ameri-
cans.! At least 70% of these individuals have voice and
speech disorders?® which can negatively affect their em-
ployment and quality of life.** It is not uncommon for
individuals with Parkinson disease to live ten to twenty years
beyond their initial diagnosis® with every individual eventu-
ally developing voice and speech disorders.” While the

etiology, neurophysiology, and physical pathologies of
Parkinson disease have been extensively investigated,*'
comprehensive studies investigating voice and speech char-
acteristics in this population are limited."" Consequently,
voice and speech characteristics accompanying Parkinson
disease may not be identified consistently and individuals
may not receive timely referrals for speech assessment and
effective behavioral speech treatment.>2

Despite the high incidence of voice and speech
disorders in patients with Parkinson disease (i.e., at least
70%), only 3% of these individuals currently receive behav-
ioral speech treatment.'>"* This is unfortunate because,
while pharmacological interventions do not consistently
alleviate voice and speech disorders,'*!* an effective behav-
ioral speech treatment program for patients with idiopathic
Parkinson disease (IPD) does exist.'*? If the frequency of
occurrence and type of voice and speech characteristics in
[PD were clearly documented, physicians and other health
care professionals could confidently identify these charac-
teristics and make timely referrals for behavioral speech
treatment.

Clarification of voice and speech characteristics in
IPD could aid in the differential diagnosis of this disease
from Parkinson Plus Syndromes (PPS). Frequently, indi-
viduals in the early stages of PPS, such as Progressive
Supranuclear Palsy (PSP), exhibit neurological symptoms
similar to individuals with IPD. 3% However, voice and
speech characteristics may differ. For example, individuals
with [PD typically exhibit reduced volume, and a breathy,
hoarse voice quality,’?¢?” which is distinct from the “strain-
strangled” voice quality heard in individuals with PSP.*
Furthermore, voice and speech disorders in PPS typically
progress more quickly than those in IPD.?® Therefore,
documenting the frequency of occurrence and type of voice
and speech characteristics in IPD could help distinguish
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between individuals with [PD and PPS. As aresult, an earlier
and more accurate diagnosis could be made, leading to prompt
medical and behavioral treatments.

The existing descriptive studies of voice and speech
characteristics in Parkinson disease have methodological
problems which limit their usefulness.>27%3' Small sample
size, single sex design, biased and/or untrained listeners, and
ratings made in uncontrolled clinical settings have lead to
inconsistent results. For example, Darley et. al. ? reported the
pitch of male patients with Parkinson disease to be lower than
non-disordered speakers, while Canter®® described the pitch
of male patients with Parkinson disease as higher. Moreover,
current voice and speech studies have been completed while
patients were “off” their medication® and have not reported
completed diagnosticinformation (i.e. stage of disease, UPDRS
score) for patients when “on” their medication.*>* Conse-
quently, the frequency of occurrence and type of voice and
speech characteristics associated with Parkinson disease re-
mains unclear. The purpose of this study was to describe the
frequency of occurrence and type of voice and speech charac-
teristics in a group of patients with IPD.

Methods
Subjects

Forty-five individuals (33 male and 12 female)
with [PD participated in this study. The diagnosis of IPD was

Table 1.
Group Characteristics of 45 Patients With IPD

Males Females
(n=33) (n=12)
Age
Mean (Standard Deviation)  65.2 ( 8.90) 62.3 (14.00)
Minimum 49.0 320
Maximum 80.0 81.0
*+ Stage of Parkinson Disease (1-5)
Mean (Standard Deviation) 2.6 ( .67) 23( .92)
Minimum 1.0 1.0
Maximum 4.0 4.0
Duration of Parkinson Disease (In Years)
Mean (Standard Deviation) 7.2 ( 5.70) 43( 4.20)
Minimum 1.0 1.0
Maximum 20.0 " 13.0
“UPDRS Motor Section Score
Mean (Standard Deviation) 27.9 (12.20)  20.4 (16.90)
Minimum 20 1.0
‘Maximum 47.0 48.0

* Hoehn and Yahr, 1967
* Note. Higher scores on the UPDRS indicate greater disability.
Scores can range from 0 - 108,

determined by a neurologist specializing in movement dis-
orders. Patient characteristics of age, stage of disease,*
duration of the disease, and score on the motor section of the
UPDRS are summarized in Table 1. All patients were
receiving anti-parkinson medication except for three newly
diagnosed patients. All data were collected while patients
were “on” their medication.

Data Collection of the Voice Samples

All patients were seated in an IAC sound-treated
booth with a headset microphone (AKG 410) positioned 8
cm in front of their lips. The patients were asked to read
aloud the phonetically balanced “Rainbow Passage.™’ Af-
ter preamplification through an ATI-1000 amplifier, the
microphone signal was recorded onto a Sony Digital PC-
108M (DAT) eight-channel recorder. A Bruel and Kjaer
Type 2230 sound level meter was placed in the booth 50 cm
from the patient’s mouth. The signal from the sound level
meter also was recorded onto the DAT. All data were
collected by the same researcher.

Development of the “Master” Audio Tapes

A computer random number generator determined
the ordering of the 45 reading samples which were subse-
quently dubbed onto two “master” digital audio tapes (DAT).

Since intensity levels may confound perceptual
judgments of voice quality and speech intelligibility,*® in-
tensity levels were normalized across all reading samples
during the dubbing procedure. Means, standard deviation,
and ranges of sound pressure level (SPL) data (i.e., intensity)
before normalization are presented in Table 2.

Voice and Speech Characteristics

The voice and speech characteristics to be rated
were chosen based upon previously developed perceptual
frameworks.%2°4° In order to obtain detailed perceptual
descriptions, those characteristics reported in other neuro-
logical disorders were also included in the listening proce-
dure.* Definitions of the voice and speech-characteristics
rated are in Appendix A.

Table 2.
Sound pressure level (SPL) data in decibels (dB) at a microphone
to mouth distance of 50 cm for the “Rainbow Passage”
(Fairbanks, 1960) before normalization.

Males Females

(n=33) (n=12)
Mean 66.36 65.14
Standard Deviation .66 73
Minimum 59.35 61.14
Maximum 75.98 69.57
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Listeners

Three speech/language pathologists certified by
the American Speech Language Hearing Association and
having at least 5 years of clinical experience served as expert
listeners. All were females with normal hearing and unfa-
miliar with the subjects.

Training

Prior to completing the listening procedure, the
listeners participated in a three hour training session. The
goal of the training was to review the: 1) listening procedure,
2) rating form, 3) computerized scanning form (i.e. answer
sheet), 4) definitions and examples of the voice and speech
characteristics to be rated, and 5) operation of the equip-
ment. Finally, a practice listening session was conducted
using two patient samples not included in the data pool.

Listening Procedure for Rating Voice and Speech Char-
acteristics

Listenersindividually rated the samples while seated
in a IAC sound-treated booth. Listeners were informed that
they were rating voices of patients with Parkinson disease.
Toreduce the potential for learning effects on the ratings, the
order of the master tapes was randomized across listeners,

Table 3.
Intrajudge percent agreement for each listener for the
voice and speech characteristics.

Voice Listener A Listener B Listener C
Characteristics

Pitch 63 100 88
Monotone Pitch 63 75 88
Unsteady Pitch 88 100 88
Pitch Breaks 100 100 88
Nasal Resonance 75 100 88
Voice Quality 100 100 88
Stress Patterning 71 67 88
Prosody 86 100 88
Speech Listener A Listener B Listener C
Characteristics

Articulation 86 50 100
Rate 75 67 100
Fluency 100 86 88

To limit fatigue, listeners were instructed to rate a maximum
of 2 hours per session and up to 6 hours per week.

The tapes were played on a Technics Digital Audio
Tape Deck (SV-DA10) through a Technics Stereo Integrated
Amplifier (SU-V303). On the master tapes, each patient was
identified by a number, age and sex. (i.e., Patient #1, age 45,
male). To insure that the master tapes were played at a
constant intensity level, the listeners were instructed to adjust
the intensity to a comfortable level at the beginning of each
listening session and to keep this intensity level fixed through-
out each session. The listeners were instructed to play each
reading sample as often as necessary in orderto accurately rate
the voice and speech characteristics.

A “master” rating form was used by the listeners to
rate the presence or absence of the voice and speech charac-
teristics. The present/absent rating paradigm is consistent
with previous descriptive voice and speech studies in
Parkinson disease.’ Severity was not rated because the goal
of the study was to derive frequency of occurrence and type
of voice and speech characteristics, not magnitude. Sample
questions from the master rating form are in Appendix B.

Using the rating and computerized scanning forms
(i.e. answer sheet), the listeners rated each patient’s reading
sample. If a voice or speech characteristic was disordered,
the listener rated it as_present (i.e., “true) and proceeded to
answer more detailed questions related to that voice or
speech characteristic. If the voice or speech characteristic
was not disordered, it was rated as absent (i.e., “false”). A

Table 4.

Frequency of occurrence (%) for the disordered voice and speech
characteristics rated from samples of the “Rainbow Passage”
(Fairbanks, 1960) normalized for intensity. n=45

Disordered Frequency of
Voice and Speech Occurrance

Characteristics (%)
Voice Quality 91
Articulation 56
Pitch 53
Rate 53
Stress 53
Fluency 44
Prosody 44
Nasal Resonance 13
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Table 5.
Frequency of occurrence (%) for the specific types of
disordered voice and speech characteristics rated from
samples of the “Rainbow Passage”
(Fairbanks, 1960) normalized for intensity. n=45
Disordered Types of Frequency of
Voice and Speech Occurrence
Characteristics (%)

1 Hoarse/Harsh/Rough 7

2 Imprecise Articulation 53

3 Monotone Pitch 49

4 Reduced Stress 49

5 Unnatural Prosody 40

6 Breathy 40

7 Glottal Fry 36

8 Mucus/Crackle 24

9 Rapid Rate 24
10 Vocal Tremor 20
11 Audible Prolongations 20
12 Omissions Of Phonemes 20
13 Phrase Repetitions 18
14 Pitch Too Low 16
15 Hypemnasal 13
16 Short Rushes Of Speech 13
17 Initial Phoneme Repetitions 13
18 Whole Word Repetitions 13
19 Pitch Too High 11
20 Pressed Voice Quality 11
21 Slow Rate 9
22 Wet/Gurgle 7
23 Strain/Strangle 7
24 Part Word Repetitions 7
25 Unsteady Quality 4
26 Variable Rate 4
27 Unsteady Pitch 4
28 Pitch Breaks 2
29 Labored Articulation 2
30 Substitutions Of Phonemes 2
31 Inappropriate Silences 2
32 Palilalia 2
33 Excessive Stress 2
34 Bizarre Prosody 2
35 Hyponasal 0

true or false answer was recorded by darkening the appropri-
ate circle on the computerized scanning form.

Data Analysis

To determine the frequency of occurrence for the
voice and speech characteristics, each characteristics was
considered present when two out of the three listeners agreed.

Reliability
Due to the binary nature of the responses (i.e.
I=true, 2=false), intrajudge reliability was calculated as

Table 6.

Frequency of occurrence (%) in males and females for disordered
voice and speech characteristics rated from samples of the
“Rainbow Passage” (Fairbanks, 1960) normalized for intensity.

Disordered Voice and  Frequency of Occurrence (%)

Speech Characteristics Males Females

(n=33) (n=12)

Voice Quality 91 92
Articulation 58 50
Pitch 58 42
Rate 58 42
Stress 58 42
Fluency 42 50
Prosody 42 50
Nasal Resonance 15 8

percent agreement (PA) for 18% of the samples. Percent
agreement for each listener on the voice and speech charac-
teristics is listed in Table 3.

Results-

Allresults reflect ratings made from speech samples
normalized for intensity.

The disordered voice and speech characteristics
and their frequency of occurrence are listed in Table 4. The
most frequently occurring disorders were voice quality
(91%), articulation (56%), pitch (53%), rate (53%), and
stress (53%).

The frequency of occurrence for the specific types
of disordered voice and speech characteristics are listed in
Table 5. The most frequently occurring fypes of voice and
speech characteristics were hoarse/harsh/rough voice.qual-
ity (71%), imprecise articulation (53%), monotone pitch
(49%), reduced stress (49%), unnatural prosody (40%),
breathy voice quality (40%), glottal fry voice quality (38%),
mucus crackle voice quality (24%), rapid rate (24%), and
vocal tremor (20%), audible prolongations (20%) and omis-
sions of-phonemes (20%).

The frequency of occurrence for the disordered
voice and speech characteristics in males and females are
reported in Table 6. Results revealed that for both sexes,
disorders of voice quality and articulation occurred the most
frequently.

The frequency of occurrence for the disordered
voice and speech characteristics according to duration of the
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Table 7.
Frequency of occurrence (%) according to duration of Parkinson
disease (in years) for the disordered voice and speech
characteristics rated from samples of the “Rainbow Passage”
(Fairbanks, 1960) normalized for intensity.
Disordered Voice and Duration of the Disease
Speech Characteristics  1-5 years 10+ years
(n=23) (n=11)
Voice Quality 91 91
Articulation 48 82
Pitch 61 46
Rate 44 82
Stress 52 73
Fluency 30 82
Prosody 44 55
Nasal Resonance 13 9

Table 8.

Frequency of occurrence (%) according to the UPDRS motor
section scores on the disordered voice and speech characteristics
rated from samples of the “Rainbow Passage”

(Fairbanks, 1960) normalized for intensity.
Disordered Voice and UPDRS Motor Section Score
Speech Characteristics 0-16 17-28 29-35 36-48

(n=11) (n=11) (n=10) (n=10)
Voice Quality 82 91 100 100
Articulation 27 46 80 70
Pitch 46 36 70 70
Rate 27 54 70 80
Stress 27 46 60 80
Fluency 27 27 50 70
Prosody 27 27 60 60
Nasal Resonance 9 18 10 10

disease are listed in Table 7. Disordered voice and speech
characteristics occurred early in the disease (i.e., <5 years)
with the frequency of characteristics increasing, in most
cases, as the duration of the disease increased. Individuals
having the disease 5 years or less primarily exhibited disor-
dered voice characteristics, specifically voice quality, pitch,
and stress. Individuals having idiopathic Parkinson disease
10 years or more primarily exhibited a disordered voice
quality in conjunction with disordered speech characteris-
tics, specifically, articulation, rate, and fluency.

The frequency of occurrence for the disordered
voice and speech characteristics according to patients’
UPDRS motor section scores are listed in Table 8. Voice
quality remained the primary disordered voice characteris-
tic in all score ranges. Even those individuals with “low”
UPDRS motor sections scores (<28) exhibited a variety of
disordered voice and speech characteristics, including dis-
ordered voice quality. Generally, the frequency of voice and
speech characteristics increased as UPDRS motor section
scores increased.

Discussion

This study was designed to report the frequency of
occurrence and type of disordered voice and speech charac-
teristics in 45 patients with [PD. Three expert listeners rated
the presence or absence of 43 voice and speech characteris-
tics from each patient’s reading sample.

With the reading samples normalized for intensity,
voice quality was identified as the primary disordered voice
and speech characteristic. Even with the groups separated
by gender (Table 6), duration of the disease (Table 7), and
UPDRS motor section scores (Table 8), voice quality re-
mained the single most disordered characteristic. Articula-
tion was generally the second most disordered voice and
speech characteristic. These findings are consistent with
previous studies.>?67

Further examination of the frequency of occur-
rence for the disorderedfypes of voice and speech character-
istics (Table 5) revealed eight of the first twelve types to be
related to voice. These fypes included the disordered voice
qualities of hoarse/harsh/rough, breathy, glottal fry, mucus/
crackle, and vocal tremor, as well as monotone pitch, re-
duced stress, and unnatural prosody. Voice characteristics
observed here, which have not previously been identified to
occur frequently in patients with Parkinson disease in-
cluded: unnatural prosody (40%) and glottal fry (36%) and
mucus/crackle voice qualities (24%). Disordered voice char-
acteristics have been frequently reported as the initial symp-
tom in individuals diagnosed with Parkinson disease.*!
Therefore, the significance of disordered voice characteris-
tics in the diagnosis of Parkinson disease should not be
overlooked. These observations are consistent with reports
of dysarthria as one of the earliest symptoms in patients with
Parkinson Plus Syndromes (PPS), such as, Progressive
Supranuclear Palsy (PSP)*%* and Shy-Drager Syndrome
(SDS). 424
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When examining the frequency of occurrence for
the disordered voice and speech characteristics in relation to
duration of the Parkinson disease (Table 7), the voice
characteristics of quality (91%), pitch (61%), and stress
(52%) were the most prevalent characteristics heard early in
the disease course (i.e. 1-5 years). This is in contrast to the
disordered speech characteristics of articulation (82%), rate
(82%), and fluency (82%) primarily heard later in the
disease course (i.e. >10 years). These results support
Logemann’s’® conclusion that laryngeal functioning in indi-
viduals with Parkinson disease may deteriorate first fol-
lowed by articulatory functioning. These findings are con-
sistent with observations of an overall amplitude scale down
of output across the speech mechanism that is initially more
apparent in phonatory output.*

Disordered voice characteristics in patients with
Parkinson disease may be overlooked because voice symtoms
such as hoarseness, breathiness, tremor and reduced loud-
ness (i.e. intensity) are similar to the voice characteristics
heard in normal aging individuals.* However, Fox and
Ramig (unpublished observations in review), recently re-
ported that patients with Parkinson disease exhibited a
statistically significant difference in intensity and perceived
their communication to be more disordered when compared
to normal aging individuals. We hypothesize that voice
changes in patients with Parkinson disease may not be as
obvious to the physician as other motor symtoms such as
limb tremor and rigidity. While the medical office environ-
ment (i.e. small quiet room, good lighting, one-to-one con-
versation) facilitates easy communication between the pa-
tient and the physician, it may actually mask the voice
symptoms of patients with Parkinson disease. Furthermore,
the physician may not have known the patient premorbidly
and therefore does not have a pre-Parkinson disease voice
comparison. As aresult, a patient’s report of voice changes
in the early stages of Parkinson disease may go unnoticed
and not be a primary management focus. This is unfortu-
nate, since an effective speech treatment program supports
the usefulness of early intervention to maintain functional
oral communication.'¢2

The high incidence of disordered voice early in the
disease course suggests that referrals for behavioral speech
treatment are necessary. Even in cases where voice changes
in IPD are identified, physicians may be reluctant to make
referrals for speech treatment because, historically, speech
treatment for patients with Parkinson disease has been
ineffective.*#® A recently developed program, the Lee
Silverman Voice Treatment (LSVT), has been scientifically
proven as an effective behavioral speech treatment for
patients with idiopathic Parkinson disease.'6?2 Unlike other
forms of speech treatment, which focused on articulation
and rate, the LSVT focuses on voice. The program uses
intensive, high effort voice treatment and sensory calibra-

‘tion to improve oral communication in patients with

Parkinson disease. Ramig and colleagues have reported
improvements in intensity, intonation, and intelligibility
with patients (stages I-IV)* who are able to maintain treat-
ment improvements from 6 months up to 24 months post-
treatment without additional speech treatment.

This study represents a first attempt at a more
systematic and comprehensive description of the voice and
speech characteristics in IPD, While listener reliability (i.e.
percent agreement) continues to be a critical issue in percep-
tual ratings of voice and speech,®**' it is important to realize
that for voice quality, the primary disordered voice and
speech characteristic identified in this study, intrajudge
percent agreement for each listener was between 88% (one
listener) and 100% (two listeners).

If patients with Parkinson disease are referred for
behavioral speech treatment early in the course of their
disease, they can maintain functional oral communication
longer. While physicians are initially concerned with man-
aging pharmacological treatment for limb symptoms and
rigidity,’ pharmacological treatment does not consistently
or significantly improve speech production.'*!* The results
of this study suggests patients with Parkinson disease have
voice quality problems early in the disease course. Refer-
ring patients for behavioral speech treatment as soon as
voice or speech changes occur will only serve to enhance the
overall management and ultimately, the well-being of pa-
tients with Parkinson disease. Future research will address
the frequency of occurrence and type of voice and speech
characteristics in an age-matched control group.
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AppendixA

Definitions of Voice and Speech Characteristics rated by
three expertlisteners on45 patients withidiopathic Parkinson
Disease2634,50.52-55

Voice Characteristics

Quality
Hoarse/Harsh/Rough: A rough, coarse, husky quality of

the voice.

Breathy: Audible escape of air resulting in a thin, weak
phonation, related to afunctional inability to firmly adduct
the vocal folds.

Glottal Fry: A crackling low-pitched phonation.
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Mucus/Crackle: A wetsounding voice with a“crackle” init.
Vocal Tremor: Rhythmic alterations in pitch or loudness.

Pressed: A voice that sounds like a mild squeezing of the
voice through the glottis.

Wet/Gurgle: A liquid, gurgling sounding voice.

Strain/Strangled: A voice that sounds like an extremely
effortful squeezing of the voice through the glottis.

Unsteady Quality: Non-regular variation in quality.

Pitch
Monotone: Voice characterized by little or no variation of
pitch or loudness; pitch range is usually restricted to one
of four semitones.

Too Low: The pitch of the voice is too low for the
individual’s age and sex.

Too High: The pitch of the voice is too high for the
individual’s age and sex.

Unsteady Pitch: Non-regular variations in pitch. The pitch
of the voice is not consistently maintained at one pitch.

Pitch Breaks: A sudden abnormal shift of pitch during
speech. The typical pitch break is one octave higher
(ascending pitch break) or one octave lower (descending
pitch break) than the normal voice.

Stress Patterning

The amount of force or strength of movement in the produc-
tionof one syllable as comparedwith another; usually result
in the syllable sounding longer and louder than other
syllables in the same word.

Reduced: The proper stress on usually emphasized parts
of speech is reduced. .

Excess: There is excess stress on usually unstressed parts
of speech.

Prosody
Refers to the melodic aspects of speech that signal linguistic

and emotional features. It includes stress patterning, into-
nation, and rate-rhythm.

Unnatural: Speech that does not conform to the listener’s
standards of rate rhythm, intonation and stress patterning.
It also does not conform to the syntactic structure of the
utterance being produced.

Bizarre: A more severe form of unnatural speech/prosody.

Nasa onance

Hypernasality: An excessively undesirable amount of
perceived nasal cavity resonance during phonation.

Hyponasality: Lack of nasal resonance resulting from a
partial or complete obstruction in the nasal tract.

Speech Characteristics
Articulation

Imprecise: The production of consonants that have slur-
ring, reduced sharpness and crispness and are distorted.

Omissions: During speech, phonemes are omitted from
words.

Labored: A slow, effortful production of speech.

Substitutions: During speech, one phoneme is replaced
by another.

Rate

Rapid: Speech that is produced at a rate greater than 160-
170 wpm.

Slow: Speech that is produced at a rate less than 160-170
wpm.

Variable: Speech that is produced at a rate that fluctuates
between slow, normal, and/or rapid.

Short Rushes: Rushes of speech with pauses in between.

Inappropriate Silences: During connected speech, there
are silences between words that are not appropriate.

Fluency

Audible Prolongations: The lengthening of a speech
sound or maintaining the posture of the lips, tongue, or
other parts of the speech mechanism in an attempt to
modify the stuttering pattern.

Repetitions: The repeating of a initial phoneme, syllable,
word, or phrase before continuing with the rest of the
speech.

Palilalia: A word, phrase, or sentence repeated many
times, with increasing rapidity and with less distinctness
so that the latter part may become almost inaudible.
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Appendix B

Sample Questions From Master Rating Form

Instructions: Listen to each patient’s “Rainbow Passage” as
often as you like. Using the answer sheet (i.e., bubble form)
answer the following questions by filling in the appropriate
circle on your answer sheet.

Pitch
1. This person’s pitch is DISORDERED based on his/her
age and sex.

If you circled FALSE for #1, go to question #4
If you circled TRUE for #1, continue with the following
questions: )

2. The pitch is TOO HIGH for this person based on his/
her age and sex.

3. The pitch is TOO LOW for this person based on his/
her age and sex.

4. The pitch is MONOTONE.
5. The pitch is UNSTEADY. '
6. PITCH BREAKS are heard.

Voice Quality
7. The voice quality is DISORDERED.

If you circled FALSE, go to the next section labeled
NASAL RESONANCE

If you circled TRUE, continue with the following ques-
tions:

8. The voice quality is BREATHY.

9. The voice quality is PRESSED.

10. The voice quality is STRAINED/STRANGLED.
11. The voice quality i§ HOARSE/HARSH/ROUGH. ‘

Nasal Resonance
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Abstract

Instabilities of the human voice source appear in
normal voices under certain conditions (newbom cries,
vocal fry, creaky voice) and are symptomatic of voice
pathologies. Vocal instabilities are intimately related to
bifurcations of the underlying nonlinear dynamical system.
We analyse in this paper bifurcations in 2-mass models of
the vocal folds and study, in particular, how the incorpora-
tion of the vocal tract effects bifurcation diagrams. A com-
parison of a simplified model [Steinecke & Herzel 1995]
with an extended version including vocal tract resonances
reveals that essential features of the bifurcation diagrams (as
e.g. frequency locking of both folds and toroidal oscilla-
tions) are found in both model versions. However, vocal
instabilities appearin the extended model at lower subglottal
pressures and even for weak asymmetries.

Introduction

Under normal conditions the voice source can be
regarded approximately as a periodic excitation — a limit
cycle. However, under certain conditions various gross voice
instabilities are observed. Examples are found in newborn
cries [Sirvio & Michelsson 1976, Mende et al. 1990], non-cry
vocalisations of infants [Robb & Saxman 1988], Russian
lament [Mazo et al 1995], and also in normal conversational
speech [Dolansky & Tjernlund 1968, Kohler 1996]. In
particular, vocal fold lesions, paralysis, and other pathologi-
cal conditions may induce subharmonic vocalisation,
biphonation (two independent pitches), and deterministic
chaos [Herzel & Wendler 1991, Herzel et al. 1994].

The theory of nonlinear dynamics provides the
appropriate framework for these instabilities [Herzel 1993;
Titze et al. 1993]. Stationary signals can be related to
attractors (steady state, limit cycle, torus, chaotic attractor)
and qualitative changes due to parameter variations can be
classified as bifurcations (Hopf bifurcation, period-dou-

bling, ...). Recommendable introductions to this concept are
Berge et al. 1983, Glass and Mackey 1988, or Kaplan and
Glass 1994.

Attractors and bifurcations have been analysed
also in aerodynamical-biomechanical models of the voice
source [Herzel et al. 1991, Berry et al. 1994, Steinecke &
Herzel 1995]. Inthis paper we focus onmodelling biphonation
using asymmetric two-mass models of the vocal folds.

The simultaneous appearance of two pitches
(biphonation) has been reported in newborn cries [Sirvio &
Michelsson 1976], non-cry vocalisations of infants [Robb &
Saxman 1988], in a child’s voice [Herzel & Reuter 1996b]
(see Fig. 1), in excised larynx experiments [Berry et al.
1996], and in intense high-pitched vocalizations of young
woman [Herzel & Reuter 1996a, Tigges et al. 1996].
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Figure 1. Biphonation in a child s voice. A nine year old boy with a healthy
voice was able to phonate above 1000 Hz in a whistle register (see [Herzel
& Reuter 1996b] for details). In the transition region between whistle
register and and falsetto biphonic episodes were found (1.2-1.4 s and
1.75-2.05 s). The spectrogram is based on short-term spectra from
segments of 1024 points (about 50 ms) using Hanning windows and a shift
of 512 data points. A boost of 10 dB per decade is applied to enhance
higher harmonics.
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In one case of a normal healthy female voice a
thorough analysis of biphonation with high speed
glottography was possible. It turned out that there was a
glottal gap during biphonic phonation and pronounced left-
right asymmetry of the folds. Spectral analysis of the ampli-
tudes of both folds revealed that they were vibrating with
different frequencies f, , = 820 Hz and £, =680 Hz. More-
over, there was a strong modulation of the signal with the
beat frequency f, . - f .-

These observatxons gave us essential clues for
modelling biphonation with asymmetric two-mass models.
We will show in the following that weak asymmetry of the
folds, a glottal gap, and a pitch near vocal tract resonances
leads to biphonation comparable to the observations.

The Simplified 2-Mass Model

Details of the model approach can be found else-
where [Ishizaka & Flanagan 1972, Steinecke & Herzel
1995]. The elongations of the lower mass x, and the upper
mass x, are governed by the usual mechanical equations of
coupled oscillators:

mi&; + rig; + kizi + O(—ai)e; (g;-) i)
+ke(z; — z5) = Fi(z1,23).

The ©-function (the unit step function) is related to an
additional restoring force during closure of the glottis
(a=a,+2lx, < 0; a rest area; /: length of the glottis).
Nonlinearities of the elastic forces have been neglected.

The driving forcesF, can be derived as follows: We
assume constant pressure below the glottis (termed subglottal
pressure P ) and above the glottis (vocal tract input pressure
P =0). Moreover we assume, that at the point of minimum
areaa_, ajetis formed whichinduces animmediate pressure
decay to zero. Consequently, the driving force of the upper
mass F, is identically zero for all glottal configurations.

F=l,P, (d,: thickness of the lower mass) is the
force exerted by the pressure P, on the lower part of the
glottis. The corresponding pressure P, can be obtained from
the Bernoulli law:

p,ze(U)’=p‘+£(£)’_ @

2 \anin 2 \aq

Here p and U denote the air density and the glottal volume
flow, respectively. Using

2 ' 3
U = i O(amie) @
P
one obtains

P =P, [1-e(a,,,.,.) (“"‘1‘")] o(a). @

IWMAAAAA,

time [ms)

Figure 2. Simulation of normal phonation with the simplified model.
Upper graph: Elongations of the lower mass (solid line) and the upper
mass (dashed). Lower graph: Glottal volume flow.

Newtons equations (1) and the algebraic pressure equation
(4) constitute the simplified model version. It has been
shown [Steinecke & Herzel 1995] that despite the drastic
simplifications the waveforms, phonation threshold, and
parameter dependences appear realistic. Along the lines of
Ishizaka and Flanagan 1972 we choose the followmg pa-
rameters to model a normal voice.

m1=0.125 c1=3k,
m3=0.025 c3=3k;
™ =0.02 7‘2=0.02
d1=0.25 ao1 =0.05 (5)
d2=0.05 ag2=0.05
k,=0.08 k,=0.008
o k.=0.025 =14 .
P,=0.008 p=0.00113

All units are given in cm, g, ms and their corresponding
combinations.

Figure 2 displays the amplitudes of the two masses
and the corresponding glottal volume flow. One can see the
characteristic phase shift between upper and lower mass.
Since the glottal flow is proportional to the minimal area
(compare Eq. (3)) no skewness of the air pulses is observed.

Bifurcations in the symmetric model version have
been studied in [Herzel & Knudsen 1995]. As an attempt to
model high-pitched phonation with incomplete closure we

“rescaled stiffness coefficients and masses by a factor of

seven, increased the glottal rest areas, and decreased the
damping coefficients. Moreover, moderate asymmetry of
the lower mass pair is modelled using an asymmetry factor
QO (see [Ishizaka & Isshiki 1976, Smith etal. 1993, Steinecke
& Herzel 1995] for a detailed discussion of laryngeal
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asymmetries). The modified parameter values are as follows
(the subscripts » and [ refer to the right and left fold,
respectively):

kir=Q ky = Q 0.56
kar=ky = 0.056
mu:m = m

Q ~ Q
Moyp=Moy; = 00037 (6)
T =Ty = 0.005
Tp=Tg = 0.005
ao1r-=aoy = 0.08
aozr=aon = 0.08

Since the eigenfrequencies of oscillators are proportional to
VE the above rescaling from (5) to (6) increases the pitch
almost by a factor of seven. Due to the asymmetry factor Q
the eigenfrequencies are detuned. Bifurcations due to a
varying parameterQ have been discussed elsewhere [ Tigges
et al. 1996]. Below we fix Q at 0.74 or 0.8 and vary the
subglottal pressure.

A Simple Model of Source-Tract Coupling

So far, we have assumed vanishing vocal tract
input pressure P_. A generalisation of the Bernoulli law (2)
reads:

U)’_ Y

Gmin

‘o L P(UN? P
P,=P + = (-—-) = = (

s 1+ 2 a P T+ 2
In a one tube approximation the vocal tract is represented by
a lumped inertance /, and a reflection coefficient at the tube
outlet for modelling the mouth. We apply the wave reflec-
tion model to describe the supraglottal pressure ina coherent

way
aUu

PT=ITW=P;+P{' s t))

where Pz are the wave functions for the upward (+) and
downward (-) propagating pressure wave. The inertance/,.is
inversely proportional to the cross section area of the tube
A, Integration of this equation with the initial condition
P;(0)=0 leads to the following expressions (a detailed
-derivation will be published elsewhere):

Pr(t) = rZZcU(t—TT)@(t—TT) : ©)

E W) +ruU(t - Tr)O ~Tr)]
T

PE(t)

where r,, denotes the mouth reflection coefficient. The
reflected wave P; becomes nonzero after a tract cycle 7,=
2 where L and ¢ denote the vocal tract length and sound
velocity, respectively. For t > T, one obtains

v = [-(=) (10)

2
min(l 2
AFC PR

We state here, that the area 4, controls the coupling strength
between source and resonator. It is clearly visible in Eq.(10)
that a constricted tract above the glottis is closely related to
a strong interaction between source and resonator. This
agrees with the results of the studies by Titze and Story
(1996) predicting a lowered phonation threshold and a
strong interaction between glottal oscillations and the vocal
tractresonances for the case of a constricted epilarynx. As4 .
is increased the coupling strength decreases and we find in
the limit
A-l;gloo PT =0 !
2P, an
lim U =

AT—00

am

which corresponds to the pressure and flow equations in the
simplified 2-mass model. Furthermore, the memory effect
of the tract merges to the surface in form of the Eq.(10). The
self-consistent flow equation relates the function with itself
one tract cycle shifted in the past. Here should be mentioned
that all further steps towards resonator complexity such as a
two tube approximation of the tract or the coupling of the
glottal system to-a one tube trachea would lead to a compli-
cated system of pressure and flow equations. Therefore, a
mathematical analysis and a transparent discussion of the
interaction between source and resonator would be much
more difficult.

In contrast to the more complex glottal flow for-
mula derived by Titze (1984) using the transmission line
model fora coupled sytem of subglottal as well as supraglottal
resonances, we assumed a constant lung pressure P_and we
could determine the pressure function P, analytically in a
one tube approximation.

Bifurcations Without Vocal Tract

Theasymmetric simplifiedmodel has been analysed
extensively in [Steinecke & Herzel 1995] using two-dimen-
sional bifurcation diagrams, phase portraits, and Poincare
sections. Instabilities for default parameters (5) have been
found for Q<0.6 and subglottal pressure above P=0.013.
Typically, at the borderline of normal phonation abrupt
jumps to subharmonic regimes are observed.

Figure 3 shows a bifurcation diagram for the pa-
rameter configuration (6). Phonation onset is found only at
about 0.014. For subglottal pressures between 0.014 and
0.025 we observe periodic vibrations of the vocal folds (a
limit cycle) despite the asymmetry (Q = 0.74). In the range
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Figure 3. Bifurcations in the asymmetric 2-mass model! for increasing
subglottal pressure. At each parameter value an initial transient of 2 s was
discarded. Then during another second the maxima of x,(t) were plotted.
In this way a torus (two independent frequencies) leads to a continuum of
points and periodic vibrations appear as a discrete number of points.
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Figure 4. Elongations of the lower left mass at P,=0.0265 (toroidal
oscillations, upper graph) and P,=0.03 (5:4 frequency locking, lower
graph).

from 0.025 to 0.039 various instabilities occur. There are
toroidal oscillations around 0.027 and 0.037 and complex
periodic patterns between 0.028 and 0.035. This region,
where five maxima occur, can be characterised as a 5:4
frequency locking region, i.e we find during one long period
five maxima of x () and four maxima ofx, (¢). Representa-
tive time series are presented in Fig. 4. The corresponding
power-spectra show beside the two peaks at f,, and f_,
spectral components at multiples of the beating frequency
Jigf g Such a harmonic series of the beating frequency is
also characteristic for experimental observations of
biphonation [Herzel & Reuter 1996a, Tigges et al. 1996,
Herzel & Reuter 1996b] (compare Fig. 1).

Another powerful technique for the analysis of
complex time-series are next-amplitude plots that are topo-
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Figure 5. Plot of consecutive maxima for a torus (upper graph) and 5:4
Jfrequency locking (lower graph).

logically equivalent to Poincare sections [Berge et al. 1986].
The torus in Fig. 4 leads to a closed curve in this represen-
tation (Fig. 5, upper graph) whereas frequency locking is
characterised by a set of discrete points (Fig. 5, lower graph).

The Role of the Vocal Tract

In the 2-mass models the phase shift of upper and
lower masses (see Fig. 2) is the dominant mechanism to get
self-sustained oscillations of the vocal folds. It models the
wave-like motion of the folds that is clearly visible in
stroboscopy. However, the interaction with sub- and
supraglottal resonances provides another mechanism to
compensate energy losses [Titze 1994]. In fact, vibrations of
the 1-mass model of Landgraf and Flanagan [Flanagan &
Landgraf 1968] are possible due to that mechanism.

It turns out that for our parameter configuration (6)
the vocal tract supports vocal fold vibrations. Even for
standard damping coefficients »=0.02 we find already sus-
tained oscillations at P, > 0.002 (see Fig. 6). Fig. 6 revealsa

NCVS Status and Progress Report « 92






References

P. Berge, Y. Pomeau, and C. Vidal (1986), Order within Chaos (Wiley,
New York).

D. A. Berry, H. Herzel, 1. R. Titze, and K. Krischer (1994), ** Interpretation
of Biomechanical Simulations of Normal and Chaotic Vocal Fold Oscilla-
tions with Empirical Eigenfunctions”, J. Acoust. Soc. Am., Vol. 95, pp.
3595-3604.

D. A. Berry, H. Herzel, and L. R. Titze (1996), “Bifurcations in excised
larynx experiments”, J. Voice, Vol. 10, pp.129-138.

L. Dolansky & P. Tjernlund (1968) “On Certain Irregularities of Voiced—
Speech Waveforms”, IEEE Trans., Vol. AU—16, pp. 51-56.

J. L. Flanagan & L. Landgraf (1968) “Self-oscillating source for vocal tract
synthesizers”, IEEE Trans., Vol. AU-16, pp. 57-64.

L. Glass & M. Mackey (1988), From Clocks to Chaos (Princeton University
Press).

H. Herzel & J. Wendler(1991), “Evidence of Chaos in Phonatory Samples™,
Proc. EUROSPEECH, Genova, 1991 (ESCA), pp. 263-266.

H. Herzel, 1. Steinecke, W. Mende, and K. Wermke (1991), “Chaos and
bifurcations during voiced speech”, in Complexity, Chaos and Biological
Evolution, ed. by E. Mosekilde and L. Mosekilde (Plenum Press, New
York), pp. 41-50.

H. Herzel (1993), “Bifurcations and chaos in voice signals”, Appl. Mech.
Rev., Vol. 46, pp. 399-413.

H. Herzel, D. A. Berry, L. R. Titze and M. Saleh (1994) “Analysis of Vocal
Disorders with Methods from Noalinear Dynamics”, J. Speech Hearing
Res., Vol. 37, pp. 1008-1019.

H. Herzel & C. Knudsen (1995), “Bifurcations in a vocal fold model”,
Nonlinear Dynamics, Vol. 7, pp. 53-64.

H. Herzel & R. Reuter (1996), “Biphonation in Voice Signals”, in Nonlin-
ear, Chaotic, and Advanced Signal Processing Methods For Engineers and
Scientists, ed. by R. A. Katz, T. W. Frison, J. B. Kadtke, and A. R. Bulsara
(American Institute of Physics, Woodbury).

H. Herzel & R. Reuter (1996), “Whistle Register and Biphonation in a
Child’s Voice”, Folia phoniatrica, submitted.

K. Ishizaka and J. L. Flanagan (1972), “Synthesis of voiced sounds from
a two-mass model of the vocal cords”, Bell Syst. Techn. J., Vol. 51, pp.
1233-1268. .

K. Ishizaka and N. Isshiki (1976), “Computer simulation of pathologica!
vocal-cord vibrations™, J. Acoust. Soc. Am., Vol. 60, pp. 1194-1198.

D.Kaplan & L. Glass (1995), Understanding Nonlinear Dynamics (Springer,
Berlin).

K. J. Kohler (1996), “Articulatory Reduction in German Spdntaneous
Speech”, Proc. 4th Speech Prod. Seminar, Autrans, 20-24 May 1996, ed.
by P. Perrier (ESCA), pp. 1-4.

M. Mazo M, D. Erickson, and T. Harvey (1995), “ Emotion and expression:
temporal data on voice quality in Russian lament”, Vocal Fold Physiology,
ed. by O. Fujimura & M. Hirano (Singular Pub! Group., San Diego), pp.
173-178.

W. Mende, H. Herzel, and K. Wermke (1990), “Bifurcations and Chaos in
Newbomn Cries™, Phys. Lett. A, Vol. 145, pp. 418-424.

J.B.Robb & J. Saxman (1988), “Acoustic observations in young children’s
vocalizations”, J. Acoust. Soc. Am., Vol. 83, pp. 1876-1882.

P. Sirvio & K. Michelsson (1976), “Sound-spectrographic cry analysis of
normal and abnormal newborn infants”, Folia phoniat., Vol. 28, pp. 161-
173.

M.E. Smith, G. S. Berke, B. R. Gerrat, and J. Kreimann (1992), “Laryngeal
paralyses: theoretical considerations and effects on laryngeal vibration™, J.
Speech Hear. Res., Vol. 35, pp. 545-554.

1. Steinecke & H. Herzel (1995), “Bifurcations in an asymmetric vocal fold
model”, J. Acoust. Soc. Am., Vol. 97, pp. 1874-1884.

M. Tigges, P. Mergell, H. Herzel, T. Wittenberg, and U. Eysholdt (1996)
“Observation and modelling of glottal biphonation”, Acustica, in press.,

L. R. Titze (1984), “Parametrization of the glottal area, glottal flow, and
vocal fold contact area”, J. Acoust. Soc. Am., Vol. 75, pp. 570-580.

I. R. Titze, R. Baken, and H. Herzel (1993), “Evidence of Chaos in Vocal
Fold Vibration”, in Vocal Fold Physiology: Frontiers in Basic Science, ed.
by I. R. Titze (Singular Publishing Group, San Diego), pp. 143-188.

1. R. Titze(1994), Principles of Voice Production, (Prentice Hall, Englewood
Cliffs).

L. R. Titze & B. H. Story (1996) “Acoustic interactions of the voice source
with the lower vocal tract”, J. Acoust. Soc. Am., submitted.

NCVS Status and Progress Report » 94



NCVS Status and Progress Report - 10
November 1996, 95-101

A Simplified Model for Simulation and
Transformation of Speech

Brad H. Story, Ph.D.

Department of Speech Pathology and Audiology, The University of lowa

Ingo R. Titze, Ph.D.

Department of Speech Pathology and Audiology, The University of lowa

Wilbur James Gould Voice Research Center, The Denver Center for the Performing Arts
Darrell Wong, Ph.D. ‘
Wilbur James Gould Voice Research Center, The Denver Center for the Performing Arts

Abstract

This paper explores a model that reduces speech
production to the specification of four time varying param-
eters; F1 and F2, voice fundamental frequency (Fo), and a
relative amplitude of the voice. The trajectory of the first
two formants, F1 and F2, is treated as a series of coordinate
pairs that are mapped from the F1F2 plane into a two-
dimensional plane of “coefficients”. These coefficients are
multipliers of two empirically-based orthogonal basis vec-
tors which, when added to a neutral vowel area function, will
produce a new area function with the desired locations of F1
and F2. Thus, area functions and voice parameters extracted
at appropriate time intervals can be fed into a speech simu-
lation model to recreate the original speech. A transforma-
tion of the speech can also be imposed by manipulating the
area function and voice characteristics priorto the recreation
of speech by simulation. The model has initially been
developed for vowel-like speech utterances but the effect of
consonants on the F1F2 trajectory is also briefly addressed.

Introduction

Any computational scheme for the synthesis of
speech requires that the speech production process be re-
duced to some simplified set of variable parameters that
specify, at least, the pitch and amplitude of the voice and the
vocal tract resonance characteristics. The voice source can
be represented as simply as an idealized glottal flow pulse or
as complicated as a finite element simulation of the vocal
fold vibration. Assuming a “source-filter” theory of speech
production [1], the output of the voice source can be

considered to be “injected” into the vocal tract where it is
shaped by the tract resonances (or formants). The methodin
which those resonances are imposed can differ greatly
between various types of synthesizers.

A formant synthesizer attempts to replicate the
vocal tract resonances with a cascaded (or sometimes paral-
lel) set of resonant digital filters [2], the characteristics of
which are specified by desired formant and bandwidth
values. Articulatory synthesis, which is more of a simula-
tion of the speech process, is often governed by a
midsagittally-based articulatory model in which positions
of articulators (tongue, velum, lips, etc.) are manipulated to
generate a givenutterance. The synthesis is realized by
transforming the articulator positions into an area function
(i.e. the cross-sectional area of the vocal tract as a function
of the distance from the glottis) via an empirically-derived
midsagittal-to-area transformation and then using the area
function to create some form of a digital filter with the
appropriate resonance pattern. Examples of such
midsagittally-based models can be found in Lindblom and
Sundberg [3], Mermelstein [4], Coker [5], and Browman
and Goldstein [6].

Other highly compact articulatory models are those
of Stevens and House [7] and Fant [1], both of which
represented the vocal tract with only three parameters; the
place and cross-sectional area of the main vocal tract con-
striction and a ratio of lip protrusion to lip open area. With
these parameters, the entire area function fromjust above the
glottis to the lips can be constructed by empirically-based
rules.

NCVS Status and Progress Report « 95



It is the purpose of this paper to explore a highly
simplified model that can be used to synthesize (or prefer-
ably, simulate) speech. The model is based on the decom-
position of a set of vocal tract area functions obtained from
magnetic resonance imaging for ten vowels (8],[9] into a set
of empirical orthogonal basis vectors (or “modes”)and a
mean area function [8],[9]. Four time-varying parameters
are required to drive the speech simulation: the first two
formants, F1 and F2, and the amplitude (U ) and fundamen-
tal frequency (F ) of the voice. Unlike a formant synthesizer,
F1and F2 are treated as a coordinate pair that can be mapped
into pair of “articulatory coefficients”. These coefficients
are multipliers of the two most significant empirically-
derived orthogonal basis vectors (or modes) which, when
added to a neutral vowel area function, will produce an area
function with acoustic resonances at the desired locations of
F1 and F2. Since the decomposition of the area functions is
performed in the “area domain”, no transformation from
midsagittal dimension to cross-sectional area is required.
Thus, the specification of F1 and F2 is used to create the
appropriate vocal tract area function while values of the
voice fundamental frequency (F) and amplitude (U ) are
used to produce the voice source. The four parameters are
fed into a speech simulator based on the wave-reflection
approach [11],[8] in which losses due to yielding walls,
viscosity, heat conduction, and radiation are taken into
account. The voice parameters drive a glottal flow pulse
model [12].

The specific aims of the paper are to demonstrate
how the mapping between the F1-F2 coordinate values and
the empirical modal coefficients can be used to generate a
sequence of area functions of accuracy sufficient to mimic
human speech in the case of some simple utterances.

Summary of the Model
Parameterization of the Vocal Tract Shape

The decomposition of the vocal tract area functions
for ten vowels from Story etal. [9] allows each area function
to be compressed from a 44 section cylindrical tube repre-
sentation into a few coefficients that are vowel-specific
multipliers of the empirically-determined orthogonal basis
vectors. Inclusion of just the two most significant orthogo-
nal basis vectors in a subsequent reconstruction of the area
functions explained 88% of the total variance in the set, thus
each vowel can be reasonably represented with two coeffi-
cients [8],[10]. Figure 1 shows the two basis vectors and the
mean area function onto which perturbations can be super-
imposed. Any ofthe area functions in the original vowel set
can be reconstructed with the following equation,

A(®) = Agfx) + T oo,(x) M

where A (x) is the mean area function, c, are the vowel
specific coefficients, and @(x) are the orthogonal basis

Empirics! Orthogonal Vector 1

[ [] 10 18 20 () 5 10 16 20
Distance from Glottis Distance from Giettis

Mean Area Vector

0 5 10 15 20
Distance from Glotis

Figure 1. Two empirical orthogonal basis vectors and mean area function
from a ten vowel set [10].

vectors. A 50x50 grid of coefficient pairs was used to
generate 2500 new area functions. The frequency response
of each area function was computed with a frequency
domain transmission line method [13] and the first two
formants (F1 and F2) were determined by peak-picking and
parabolic interpolation [14]. Figure 2 shows the grid of
coefficients and the corresponding deformed grid of F1F2
pairs. Each line connecting formant pairs in this grid repre-
sents a constant value of either the first or second modal
coefficient; i.e. each line is an “iso-coefficient” line. The
coefficient and formant pairs corresponding to each of the
original ten vowels are shown with solid dots.

Within a large range of the F1F2 plane, a given
formant pair can be uniquely mapped back into the coeffi-
cient grid. This property suggests that if F1 and F2 can be
adequately determined from a speech signal, they can be
mapped into a pair of coefficients to generate a physiologi-
cally realistic area function. Thus F1 and F2 can be trans-
formed into the articulatory parameters, C1 and C2. This
feature will be exploited in a later section.

Voice Source Model

As mentioned previously, the voice source used in
the speech simulator is of the glottal flow pulse type
[15],[16],[12]. With such a model, vocal fold vibration is
not simulated but only the resultant glottal flow signal is
generated. The potential naturalness of a self-oscillating
vocal fold model is eliminated but a glottal flow model
allows precise control over the fundamental frequency (F ),
amplitude (U ), and waveshape which is not easy to achieve
with the self-oscillating type of model. The particular glottal
flow pulse model used in this study was given in Titze et al.
[12] and requires as inputs F, U, frequency modulation,
amplitude modulation, open quotient, skewing quotient,
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transmission of speech signals or for a transformation of the
original speech into a new or different speech/voice quality.
The emphasis in this study will be on the latter application,
speech-to-speech simulation, and hence this section will be
devoted to extracting the model parameters from the speech
waveform.

Vocal Tract Parameters: Formant to Coefficient Map-
ping

To extract the first two formants, a 55 pole, linear
predictive coding (LPC) technique was used with window
length of 20 msec to generate a pseudo-formant spectrum at
intervals of 5 msec. The frequency locations of the first two
formants can then be determined by peak-picking and para-
bolic interpolation [14]. Thus, an F1-F2 pair is generated
every 5 msec, creating a trajectory in the F1-F2 plane. The
time interval could easily be reduced orincreased depending
upon the desired time resolution of the formant pairs.

Once the F1-F2 trajectory has been obtained, each
formant pair is matched, in a least squares sense, to the
closest F1-F2 pair in the grid shown in Figure 2b. These
formant pairs can then be mapped to their corresponding
coefficient pair in Figure 2a-and when required, an area
function can be constructed with equation (1). This tech-
nique works only if the F1-F2 trajectory stays within the
bounds of the formant grid. If it does not, the closest match
between the measured F1-F2 pair and the grid pair may
actually be quite far apart. It has been shown that highly or
overarticulated speech tends to push an F1-F2 trajectory
beyond the bounds of the formant grid [10]. This is,
however, expected since the original area functions derived
from MRI were suspected to be slightly centralized due to
subject fatigue during the long image acquisition {9]. Addi-
tionally, the decomposition of the area functions into em-
pirical orthogonal modes required that all vowels be normal-
ized to one length. Thus any vocal tract length changes such
as lip-rounding/spreading or larynx raising/lowering are not
represented by the empirical orthogonal modes. Over-
articulated speech would almost certainly use these
articulatory maneuvers to excessive degrees. Nonetheless,
for conversational type speech the mapping from F1F2 pairs
back to modal coefficient pairs seems to be useful.

Voice Parameters: Extraction of Fundamental Frequency
and Amplitude

The time-varying fundamental frequency (F_)of
the voice is determined by first downsampling the speech
recording from 44.1 kHz down to 1 kHz (with the appropri-
ate low pass filtering prior to downsampling). A low pass
filter with a cutoff frequency of 200 Hz is then applied to the
downsampled signal to eliminate frequency components
above the F ; this cutoff frequency will need to be adjusted
for female and child voices. The F_contourovertime isthen

determined as the unwrapped phase of the Hilbert transform
of the filtered signal. A final operation is to low pass filter
the resulting F, contour with a cutoff frequency of 15 Hz.
This cutoff retains slowly changing voice characteristics
such as vibrato (frequency modulation) which typically
occurs at about 5 Hz. The F_ contour can be sampled at
intervals of 5 msec to be compatible with the time resolution
of the vocal tract coefficients discussed above.

An estimate of the amplitude of the voice source is
obtained by a frame-based RMS operation on the recorded
speech signal. The signal is first low-pass filtered below
3500 Hz to eliminate possible contributions to the amplitude
by turbulent sources (i.e. fricatives). The RMS value of the
filtered signal is computed every 1 msec overa window size
of 25 msec, providing an amplitude signal effectively sampled
at 1000 Hz.

Testing the Model with Natural Speech

In this section, several simple utterances recorded
from the same subject who was imaged for the original MRI
acquired area functions (see [9]), were selected to be ana-
lyzed with the methods outlined in previous sections. The
following utterances were recorded; /iqui/, /ug/, and /uda/.
The last two utterances were chosen to demonstrate the
effect of a consonant element. At this point, the formant-to-
coefficient mapping has been developed specifically for
vowel-like utterances, however, the formant transitions dur-
ing the onset and offset of consonants should also be
captured in the F1-F2 trajectory.

Famoms 1 Framow 2
6 6
Ec 54
2 2
"o s 10 15 20 K} 5 10 15 20
Dist. from Glotts (em) Dist. trom Glotts (em)
Frame=3 Fame=4
[ 8
2 2
% 5 10 15 20 ) 5 10 15 20
Dist. trom Glottia (cm) Dist. trom Glattia {cm)

Figure 4. A sampling of four area functions constructed with equation (1)
after mapping the F1-F2 trajectoryof the utterance /iaui/ to empirical
basis function coefficients. The numbers at the top of each area function
correspond to the numerical symbols indicated in Figure 3.
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Conclusion

At this point, the model has many serious limita-
tions. The results obtained were based on ten vowel area
functions obtained by magnetic resonance imaging of one
adult male speaker (native of the midwestern United States)
making the results speaker dependent. All of the vowels
were normalized to one standard length which destroyed
any information about vocal tract length changes such as lip
rounding/spreading or larynx raising/lowering. Addition-
ally, since only ten vowels were subjected to the analysis, the
effect of consonantal area functions on the results and
subsequent conclusions are unclear. Another limitation is
that using only the first two formants will nearly guarantee
failure for utterances in which F3 is important (e.g. for
utterances containing /1/ or /I/). The voice parameters are
also very limited in that by using only the fundamental
frequency and a relative voice amplitude, the ability to
recreate an appropriate voice quality is quite limited. How-
ever, it is useful to explore all of the possibilities of this
simple model before moving on to more sophisticated
versions.

Even with the limitations cited, the mapping of F1-
F2 pairs into “articulatory coefficient” pairs provides a
compact system by which to specify physiologically realis-
tic area functions that can be used to simulate dynamic
vowel-like utterances. The quality of the simulation can be
enhanced by directly mapping from F1F2 pairs extracted
from natural speech to physiologically realistic area func-
tions and using those area functions to simulate the original
speech. Future work will include understanding the effect of
consonants on the formant-to-coefficient mapping process
as well as an attempt to provide an articulatory control
parameter for F3.
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Abstract

This study begins to explore the importance of the
physiological domain in voice transformation. A general
approach is outlined for transforming the voice quality of
sentence-level speech while maintaining the same phonetic
content. Transformations will eventually include gender,
age, emotional state, disordered state, or impersonation, but
only a specific voice quality, twang, is described in detail
here. The basic question is: relative to pure signal process-
ing, can voices be transformed more effectively if biome-
chanical, acoustic, and anatomical scaling principles are
applied? Two approaches are used to answer the question,
aLinearPredictive Coding signal approachand anarticulatory
biomechanical simulation approach.

Introduction

Voice transformation is defined as the purposeful
change of perceived age, gender, identity, or personality of
an individual on the basis of his or her voice. It can be done
behaviorally, surgically, or electronically, but only elec-
tronic voice transformation is of interest here. Applications
include variations of instructional synthetic speech (to make
itmore interesting), simulation of multiple telephone voices,
and correction of the effects of illness, fatigue, or pathology
in any electronically assisted vocal communication. An
earlier introduction to the topic was given by Childer’s et al.
(1989) in this journal.

The task of voice transformation consists of three
phases: 1) analysis of the speech into a set of parameters that
allows manipulation of voice quality, 2) transformation of
the parameters into a set that describes a different voice
quality, hopefully based on anatomical and physiological
variations, and 3) a reconstruction of the speech utilizing the
new parameters with the original articulatory (phonetic)
content. The first phase of the process requires that the
speech be separated into its articulatory component (that
which largely determines what is being said) and its voicing
component (that which largely determines how and by
whom it is being said).

But this is not a simple source-filter separation.
Much about voice quality is determined by lower vocal tract
filtering (the pharynx, the epilarynx tube, the piriform
sinuses, and the velopharyngeal port). Qualities such as
twang, ring, and sob (Colton and Estill, 1978) are based on
more than vocal fold adjustments. For these qualities, basic
vocal registers (distinct sound qualities based on modes of
vibration of vocal fold tissues) are augmented by adjust-
ments of the lower vocal tract structures.

The present study summarizes two schemes for
analyzing speech and compares them for the purpose of
voice transformation (Figure 1). Method 1 uses a traditional
frame-by-frame linear predictive coding (LPC) strategy
performed on the microphone signal. The LPC coefficients
are mapped to a pseudo-area function sequence, or into a
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Figure 1. Simplified flow charts of two transformation strategies. (a) the
LPC approach and (b) the simulation approach.

pole-zero representation. For the voicing characteristics, an
estimate of the glottal flow wave is derived from the LPC
residual using two different glottal pulse models--one based
on a glottal area and glottal flow parameterization (Titze,
Story, Mapes 1994) and the other based on statistical data
fitting of the flow derivative in each cycle (Childers and Hu,
1994; Milenkovic, 1993). For the area/flow model, the
voicing parameterization includes an identification of the
voicing (on/off) state, an estimation of pitch period markers
from the glottal flow residual (F), and a measurement of the
intensity of phonation in each voiced cycle (the maximum
flow declination rate measured from the LPC residual). For
the statistical model, only the cycle markers and a set of
polynomial function coefficients are retained. A synthetic
flow wave is then constructed cycle-by-cycle, with the
systematic addition or deletion of cycles performed as
necessary for the modification of pitch. In the case of the
voiceless portions of the utterance (or any interval which
lacks sufficient periodicity in excitation), the full LPC
residual is retained. The composite (voiced/voiceless) exci-
tation signal is then introduced frame-by-frame into the
time-varying LPC filter which yields the transformed speech.

The second method of voice transformation (bot-
tom of Figure 1) uses measured vocal tract areas rather than
the pseudo-area or pole-zero representation derived from
LPC; henceforth this will be called the simulation method.
The characteristics of voicing for the input speech are
analyzed frame-by-frame from the LPC residual as in method
1, but a combination of the microphone signal and EGG (for
more accurate cycle marking) is used. The area/flow model
is again used as a voice source. Three-dimensional MRI
images of the vocal tract, measured specifically for the
speaker (Story, Titze and Hoffman, 1996), are used to
construct a list of the target phonemes for the utterance.
These 3-D images are converted to area functions and then
time-aligned (manually) with the microphone and EGG
signals obtained from the actual test sentence. A third
transducer, the electroarticulograph EAG, is also used to
facilitate this manual alignment (Karlsson and Nord, 1970).
After time-alignment of the phoneme target area functions,
an interpolation between targets is generated as a way of
estimating the dynamic movement of articulators through
the allophonic and coarticulated sounds.

Excitation Models

The glottal area and flow model was originally
described by Titze (1983) and in more detail by Titze, Mapes
and Story (1994). It defines a glottal flow pulse y and the
glottal area g as follows:

u, = av,(£(1 + (yav,?* + 2yu,_)'* - yav, ) ()

where
Y = 0080(Q, - 1) (cgs units) . ()
v, = (2PJkp)"* )
a = a(0) = max[0,sin"%6] , (9

and
8 = nn/(Q,T,) 0<B<m 0<n<T, (5

Parameters in this model are the fundamental pe-
riod T, the open quotient Q , the skewing quotient Q,, and
the lung pressure P,. The air densityp isa constant (0.00114
g/cm’)m and a transglottal pressure coefficient £, can either
be chosen as a constant (1.1) or varied with glottal shape
during the cycle (Scherer and Guo, 1991).

Although the well-described LF model (Fant,
Liljencrants and Lin, 1985) could have been adopted for this
purpose, the parameters used in this model are more in tune
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Figure 2. (a) Original LPC residual pseudoflow (top) and a/f model
approximation (bottom) from a steady state portion of a sentence, (b)
overlaid derivatives of flows from Figure 2a, (c) some vowel with 7* order
polynomial model at the bottom, (d) flow derivatives of waveforms at left,
(e) same vowel with 15* order polynomial model at the bottom, (f) flow
derivatives of waveforms at left.

with the large data sets available on adult males, females and
children (e.g. Holmberg, Hillmanand Perkell, 1988; Perkell,
Hillman and Holmberg, 1994; Stathopoulos and Sapienza,
1993 a,b). In these experimental studies on human subjects,
lung pressure, open quotient, skewing and fundamental
frequency were explicitly reported. Hence, our desire is to
incorporate the measured parameters and scale them appro-
priately.

In the analysis phase, T, Q , and Q. are estimated
from the LPC residual (pseudoflow) and applied as control
parameters for transformation. This skewing quotient emu-
lates the effect of the vocal tract inertance; i.e., the acoustic
load. Note that when Q, = 1, Y =0 and u, = av, the glottal
area multiplied by the “no-load” particle velocity v, For
values ofQ_greaterthan 1.0, the flow skews to the right. The
model can also be extended to include vocal fold length and
maximum glottis diameter as variables (Wong et al. 1996),
allowing age and gender differences in the structure of the
larynx to be captured. Additionally, the glottal noise from
flow turbulence may be included by using pseudorandom

noise with an appropriate spectrum whenever orifice and
flow conditions require it. Figure 2a shows the LPC residual
flow pulse and the model approximation, and Figure 2b
shows the overlaid flow derivatives (model and data).

‘ The second excitation model parameterizes the
glottal flow derivative rather than the glottal area, and is
identical to a model proposed by Childers and Hu (1993).
The flow derivative, represented by the LPC residual, is
modeled by a high order polynomial for each cycle.

p(x) = plx” + pzx“-‘ + "'pnx + pntl (6)

An optimization procedure is used to fit the poly-
nomial of degree n to the data in a least squares sense. The
procedure requires the cycle to begin and end at the maxi-
mum negative spike locations in each cycle. The polyno-
mial equation attempts to fit all the major low frequency
humpsin each cycle, thus requiring a polynomial coefficient
set for every cycle. Polynomial orders from 7 to 15 have
been used for this study, with a 15th order being more
accurate, but a 7th order polynomial more efficient. Turbu-
lence can be added as an additional contribution after the
polynomial has been fitted (Wong et al., 1996). Milenkovic
(1993) also proposed a model of this nature. These models
grew out of the one proposed by Imaizumi, Kiritani and Sato
(1991), who modeled the derivative with three piece-wise
sections using a parabola, a constant, and a cubic, rather than
using a single polynomial. The single polynomial provides
abetter fit to the data since it does not assume a closed phase
in the flow (the constant section in Imaizumi’s model).
Figures 2c and 2d show the residual flow and flow derivative
fora 7th order polynomial fit and Figures 2e and 2f show the
same thing for a 15th order polynomial.

The polynomial model fits the flow derivative,
since this signal is assumed to be the excitation signal for the
vocal tract. It does not, however, use physiological mea-
surements of the shape and structure of the vocal fold in its
definition, and thus does not provide any insight as to the
influences that parameters such as lung pressure and vocal
fold length have on the system.

Vocal Tract Models

For the LPC method, all vocal tract characteristics
are contained in the predictor coefficients. The procedure
for transformation and scaling is discussed below.

For the simulation approach, a wave-reflection
analog is used. The model requires that the three-dimen-
sional vocal tract shape be discretized into a finite number of
equal length cylindrical sections. Reflection coefficients
based on the relative areas of adjoining sections are calcu-
lated at each cylinder junction and waves are propagated
through the system by using the reflection coefficients to
compute the incident and reflected components of the
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Figure 3. LPC spectra for a normal and twang speech vowel /i/.

pressure or flow waves at each junction at each step in time.
Additionally, energy losses due to the yielding properties of
the vocal tract walls, fluid viscosity, and radiation from the
mouth have been incorporated into the model.

The simulation is sampled at a frequency of 44.1
kHz and each finite section of the area function represents a
tube length of 0.396 cm. The vocal tract length has been
standardized to be 17.5 cm for an adult male, thus each area
function is composed of 44 individual cross-sectional areas.
The simulation of speech is performed by injecting the
parameterized glottal flow waveform into the glottal end of
the vocal tract.

A sequence of vocal tract area functions and voice
parameters are fed into the speech simulatoras an instruction
set which dictates the time course of vocal and articulatory
events. Each “instruction” specifies the pointintime that the
area function and voice model parameters should attain a
desired value. This time coded instruction set is allowed to
specify new parameter values at fixed time intervals or
highly non-uniform intervals. Both area functions and voice
parameters are interpolated in time, between consecutive
target values to provide inputs to the speech simulator at
every time sample (44100 per second). The voice param-
eters are linearly interpolated while the area functions are
subjected to a second order filter for which understood or
overshoot of a target could occur.

Transforming the Vocal Tract

Vocal tract scaling can be applied to gender and
age, as well as to certain voice quality modifications, e.g.
twang, sob and ring. This scaling may involve length
changes as well as localized area changes.

Linear and non-linear length scaling using MRI
extracted areas (Yang and Kasuya, 1995), has shown that
differences.in F, and F, resulting from each type of scaling
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Figure 4. Pole representation in the complex plane for natural tvang and
simulated twang.

often fall below the 5 percent perceptual difference linear.
Thus, for experiments on gender and age changes, applica-
tion of linear length changes are recommended.

For the example described here, the voice quality
twang is of interest. This does require nonlinear manipula-
tions of localized areas of the vocal tract. The study began
with steady state vowels. Anadult male subject, RS, a voice
scientist and amateur singer, produced several vowels at.a
comfortable pitch. For each vowel, he was able to imitate
normal speech and twang. These were recorded on DAT at
a sampling frequency of 44.1 kHz, digitized into a Power
Macintosh, and read into the Matlab software environment.

LPC Method

The LPC method is capable of generating a pseudo
area function for each analysis frame, but its physiologic
relevance is questionable. Thus, because the sensitivity of
local area changes of pseudo-area vectors is not fully under-
stood (vis-a-vis the equivalent changes in MRI data), we
attempted the transformation in the pole-zero domain in-
stead.

The speech was downsampled to 10 kHz, pre-
emphasized by differentiation, and a 10th-order linear pre-
diction algorithm was applied to model the vocal tract filter
function. The linear prediction coefficients were then aver-
aged overthe duration of the vowel. Figure 3 shows the LPC
spectra for the normal and twang cases. By using a low order
model, the angle of the poles in the resulting LPC polyno-
mial closely match the formants in the speech. The residual
error was retained for synthesis of the glottal source signal
from one of the excitation models.

The formant frequency ratios of a given imitated
quality to normal speech were computed for all formants
below 4500 Hz. A 4th-order polynomial estimate of these
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Figure 5. Vocal tract area functions (top) and frequency response
Junctions (bottom) for the original measured maie vowels (solid line) and
the transformation to a twang-like quality (dashed lines).

ratios, as a function of the normal formant frequencies, was
then derived. This enabled us to alter the first four or five
formants of the voiced speech, and allowed the transforma-
tion process to be independent of sampling frequency.

To accomplish a transformation from a normal
vowel to a vowel of another quality, we first found the
complex conjugate poles of the normal vowel correspond-
ing to frequencies between 100 and 4500 Hz. These were
rotated by evaluating their angles in the 4th-order polyno-
mial. Figure 4 shows the close proximity of the poles for
natural twang and those obtained by the algorithm. The
modified poles were recombined with any unaltered poles
and used to generate a new LPC polynomial. Finally, the
derivative flow source signal was filtered by the new vocal
tract function to create the output speech.

Simulation Method

The simulation method allows direct manipulation
of the vocal tract area functions that correspond to various
speech sounds. For example, to achieve the twang quality,
the adult male area functions reported in Story et al (1996)
were first uniformly shortened by 8 percent and then the
cross-sectional areas of the epilaryngeal section (approxi-
mately from the glottis to 2.5 cm above the glottis) were
reduced by 75 percent. Figure 5 shows area function scaling
for/a/ and /i/ vowels (top) and frequency response functions
(bottom). The values of F, and F, are shifted upward in both
cases. Also, the third and fourth formants have clustered
together to give a spectral prominence around 3000-4000
Hz.

The area function manipulations and equivalently,
the pole rotations for the LPC method are effectively “spa-
tial” transformations as they alter the shape or size of an
articulatory structure. The simulation method allows for a

simpler temporal transformation of a speech signal, how-
ever. The rate of articulation can be altered by changing the
time code that drives the specification of area function
targets and voice parameters.

Sentence-Level Processing

Sentences spoken by a 31 year old adult male (BS),
were recorded. The adult male had a mid-Western native-
born American accent, was 5’6" in height, a non-smoker,
with no history of voice problems.

The sentences recorded were:

1) “Goldilocks ran as fast as she could through the woods.”
2) “We were away a year ago.”
3) “The blue spot is on the key again.”

In the examples given here, only sentence (3) was
used for analysis and reconstruction. The recordings, made
in an anechoic chamber, were initially recorded to digital
audio tape (DAT) at a sampling rate of 44.1 kHz (Panasonic
SV3700). The files were then digitized at 20 kHz using
CSPEECH and downloaded to the MATLAB environment
where other processing took place. Files were analyzed
using pitch asynchronous LPC analysis.

Once the excitation and articulation components
were captured, the residual (excitation component) was
parameterized. Cycle marks corresponding to the maximum
negative spike in each cycle in the pseudoflow derivative
signal were extracted as a representation of the pitch period.
The markings were stored with accuracy to the nearest
sample. Since the residual is an approximation to the flow
derivative, the amplitude of the negative spikes was stored
as a representation of the maximum flow declination. The
marking algorithm was based on autocorrelation and mini-
mum mean squared error calculations. In some cases, the
EGG was used to augment the marking algorithm. Whenthe
area/flow model is applied to the voiced excitation, the open
quotient and skew quotient are measured from an arbitrary
section of the flow residual, and these values are then held
constant throughout the sentence.

LPC Method

The LPC/pole rotation method for voice transfor-
mation to the twang quality for the /i/ vowel was extended to
sentence-level speech. The two sentences were analyzed
using pitch asynchronous frames with 50% overlap. The
LPC polynomial of each frame was then factored to obtain
the poles, adjusted by the rotation polynomial, and recon-
structed to produce the modified vocal tract filter function.
Noattempt was made to treat vowel and consonant segments
of the sentences separately at the filter.

Simulation and Transformation
The techniques for extracting and transforming the
F_and amplitude contours from a speech signal specified for
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Conclusions

The physiological domain transformation is pres-
ently in the initial stages of development and implementa-
tion. It provides a means for coordinating a combination of
different vocal effects at various levels of production, and it
appears to be a natural choice for simulating a variety of
qualities exhibited in pathology and vocal performance.

The area/flow model has been successfully used to
describe changes due to age and gender. Nominal parameter
values produce ac flow and flow declination values that are
within the expected ranges of reported data, and success-
fully characterize the differences due to gender and age.
This is reported in a study by Wong et al. (1996).

At present, the matching of MRI image targets to
the acoustic signal sequence is performed manually. In the
future, an (automated) neural network mapping from acous-
tic signal frames to vocal tract area functions will beused. A
multi-layer perceptron (Rahim, 1994) will be used to pro-
vide a mapping to continuous area function estimates for
voiced intervals. For unvoiced sounds, a learning vector
quantizer (Kangas, Torkkola and Kokkonen, 1992) may be
used to classify consonant speech to normalized consonant-
area estimates.
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Abstract

Aneffective transformation of sentence level speech
from aged to young, or male to female, requires the param-
eterization and modification of various components in the
speech. In this paper, experiments in voice-to-voice transfor-
mation which modify speech from a male adult to that of a
non-specific male child, and from a male adult to a non-
specific female adult, are described. A Linear Prediction
based approach is used, permitting an initial parameteriza-
tion into excitation and articulation components. Both the
excitation signal and the articulatory components are then
either modified or replaced with target-related equivalents.
This study compares two models of the glottal pulse for
excitation replacement. The first model includes the vocal
fold length, maximum tissue displacement, and lung pres-
sure as variables in the calculation of the flow pulse, thus
permitting adjustment for age and gender-related growth
differences. The second model uses a polynomial fitting
procedure applied to the LPC residual. Articulation data,
represented as LPC coefficients, can be transformed by
projection to the pole-zero domain, followed by modifica-
tions to reflect vocal tract length differences. Modifications
to pitch and intensity contours are alsodiscussed. An attempt
has been made in this study to relate the proposed modifica-
tions in articulation and excitation to published physiologi-
cal measurements.

Introduction

Aninteresting area within speechresearch is speech
transformation and mimicry. The generation of speech that
perceptually evokes different accents, voice qualities, ages,
and genders, derived from only one normative database of
speech, would be useful in the telephony and entertainment
fields. A thorough understanding of the age and gender
related parameters that influence voice quality would alsobe
useful from a clinical perspective. Comprehensive simula-
tion models of speech might then be used as predictive tools
in the treatment of voice and speech disorders.

An examination of the anatomy of the larynx and
articulatory organs for males and females of different ages
suggests that transforming speech may not be a simple linear
rescaling of pitch and tract size. A recent Magnetic Reso-
nance Imaging (MRI) study of an adult male, an adult female,
and a ten year old boy, by Yang and Kasuya (1994) has
indicated that within the vocal tract, the proportions associ-
ated with the epiglottis, pharynx and mouthregions vary with
age and gender. Many studies of the larynx have also noted
significant size, tissue morphology and framework
disproportionalities between males and females and between
young and old (Hirano 1983).

A question that must be answered prior to con-
structing a nonlinear scaling model is whether these struc-
tural disproportionalities produce measurable differences in
acoustic or physiologic variables. Stathopoulos and col-
leagues have conducted a number of studies making mea-
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surements of acoustic and respiratory function, comparing
men, women and children (Stathopoulos and Weismer, 1986;
Stathopoulos and Sapienza, 1993a,b, 1996; Tang and
Stathopoulos, 1995). Perkell et al. (1994) have conducted
similar studies comparing adult males and females. The
results indicate that parameters such as F, flow pulse height,
open quotient, and maximum flow declination rate exhibit
age or gender differences. Titze (1989) studied the acoustic
differences arising from the laryngeal size differences be-
tween male and female larynges. His results indicated that F,
is scaled according to the membranous length of the vocal
folds, while mean airflow and amplitude of vibration are
scaled according to overall larynx size.

Regarding the vocal tract, Yang and Kasuya (1994,
1995) found that the relative length relationships between
the epiglottis, pharynx, and oral regions were different for
males, females, and children. They linearly and nonlinearly
scaled the child and female vocal tracts to the male vocal tract
length. The linear scaling preserved the child’s (or female’s)
regional length relationships, while the nonlinear scaling
produced the male’s. The scaling techniques produced
formant shifts for F, and F, that were less than 5% apart i.e.
below the perceptual difference limen levels defined by
Flanagan (1972). Yang and Kasuya (1995) suggested that
scaling for growthdifferences (otherthan length) is asecond-
ary contributor to the explanation of formant differences due
to age and gender. Other studies on male-female differences
(e.g. Hogberg 1995), however, have found that the growth
adjustments do contribute, but can account for only a portion
of the formant differences. It thus appears that the necessity
of vocal tract scaling (beyond simple length scaling) is
somewhat controversial.

It is apparent that some of these effects need to be
modeled if high quality speech transformations are to be
successful. One approach is to use a biomechanical model of
the larynx coupled to a biomechanical model of the vocal
tract. These models, which would solve all the partial differ-
ential equations for air and tissue motion, would contain the
boundary dimensions for any type of scaling. Unfortunately,
these models are presently incomplete. The leap to sentence
level speech is difficult, since input data describing the time
varying vocal tract and larynx structures are difficult to
obtain empirically. Additionally, the computational burden
is extremely high for this type of model.

A simpler approach, in which the source function is
controlled by external parameters, is used for the current study.
Two models are compared and contrasted. The first is a glottal
areaand flow model, originally introduced by Titze (1982) and
further described by Titze, Mapes and Story (1994). This
model prescribes a glottal area by equation. The pitch period
and the open quotient (the proportion of time that the glottis is
open) are measured from the LPC residual pseudoflow, and
used toconstruct the shape of the glottal area pulse. Rothenberg’s
low frequency model of the glottis and vocal tract system

(Rothenberg 1981) is then used to determine the glottal flow.
The skewing of the glottal flow pulse is also estimated from the
pseudoflow and applied as a control parameter for the flow.
This skewing quotient emulates the effect of the vocal tract
inertance. The model has been extended in this paper to include
vocal fold length and maximum glotttis diameter as variables,
allowing age and gender differences in the structure of the
larynx to be captured. Additionally, the glottal noise from flow
turbulence is emulated using pseudorandom noise with an
appropriate spectrum whenever orifice and flow conditions
require it.

The second excitation model parameterizes the
glottal flow derivative rather than the glottal area, and is
identical to a model proposed by Childers and Hu (1993).
The flow derivative, represented by the LPC residual, is
modeled by a high order polynomial for each cycle. Turbu-
lence can be added as an additional contribution after the
polynomial has been fitted. Milenkovic (1993) also pro-
posed a model of this nature. These models are also similar
to the one proposed by Imaizumi, Kiritani and Sato (1991),
except that Imaizumi modeled the derivative with three
piece-wise sections, using a parabola, a constant, and a
cubic, rather than a single polynomial. The single polyno-
mial provides a better fit to the data since it does not assume
aclosed phase in the flow (the constant section in Imaizumi’s
model).

Another parametric model of the glottal flow was
developed by Fant, Liljencrants and Lin (1985). Known as
the LF model, four parameters were used to define various
timing and slope observations in the inverse-filtered flow
derivative. Fujisaki and Ljungqvist (1986) developed amore
complex seven parameter version of the LF model. The LF
model will not be reviewed in this study, since it has been
well documented in the literature (for a recent review, see
(Fant, 1995)).

Both the LF-type and the polynomial-type models
were developed to describe the flow derivative, since this
derivative signal is assumed to be the excitation signal for the
vocal tract. They do not, however, make optimal use of
physiological measurements of the shape and structure of the
vocal fold in their definition, and thus do not provide enough
insight into the influences that parameters such as lung
pressure and vocal fold length have on the system.

In this study, Linear Predictive Coding (LPC) has
been used to obtain articulatory information. This informa-
tion is in the form of filter coefficients, held constant over 25
millisecond frames, which are excited by a the LPC residual
extracted during analysis. Pole rotations are used for overall
length rescaling. The age dependent epiglottal, pharyngeal,
and mouth length relationships described by Yang and
Kasuya were not used to warp the vocal tracts, following
their recommendations. An experiment using Yang's length
relationship data, applied to new MRI data was conducted to
determine the generalizability of Yang’s conclusions.
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Public Health Department or the State Education Depart-
ment. P.L.99-457 mandates services from birth through age
five, with P.L. 94-142 mandating services for children from
age five through twenty-one. Other governmental agencies
(i.e. Head Start) also will provide screening free of charge to
qualified families and refer for further diagnostic testing.

Summary

Pediatric patients with voice or speech problems
should usually receive a team assessment where communica-
tion between the pediatrician or primary care physician, the
otolaryngologist and speech pathologist occurs. Although
speech or voice problems may prompt an otolaryngologic
evaluation, the voice or speech problem may simply be the
manifestation or symptom of a larger or more complex

disease process. Whether that is the case of hypernasal
speecheventually leaving to the diagnosis of velocardiofacial
syndrome or bilateral vocal fold paralysis eventually leading
to the diagnosis of hydrocephalus, it is apparent that aspeech
or voice disorder may eventually require multi-disciplinary
evaluation.

The outlook for children with speech and voice
difficulties is better then ever. Recent equipment advances
such as the flexible laryngoscopy, videostroboscopy and
nasometry for detection, evaluation and management of
speech problems has created a better environment then ever
existed for care of these problems. Much research is being
performed in the area of pediatric voice and speech prob-
lems. Both the National Institute of Deafness and Commu-
nicative Disorders, as well as the National Institute of Dental

Table 5. Physician's Checklist for Referral

The Child with Normal The Child with Mild The Child with Severe Stuttering
Disfluencies Stuttering Age of Onset: 1% - 7 years
Age of Onset: 1Y2- 7 years || Age of Onset: 1% - 7 years
—————
Speech Occasional (not more than once Frequent (3% or more of speech), Very frequent (10% or more of
behavior in every 10 sentences), brief long (%-1 second repetions of speech), and often very long (1 second
you may (typical % second or shorter) sounds, syllables, or short words, ¢.g. || or longer) repetions of sounds,
see or hear: repetions of sounds, syllables or li-li-li-like this. Occasional syllables or short words. Frequent
* || short words, e.g. li-li-like this. prolongations of sounds. sound prolongations and blockages.
e é_"_— q
Other Occasional pauses, hesitations in || Repetitions and prolongations begin || Similar to mild stutters only more
behavior speech or fillers such as “uh”, to be associated with eyelid closing frequent and noticeable; some rise in
you may “er”, or “um”, changing words or || and blinking, looking to the side, and || pitch of voice during stuttering. Extra
see or hear: thoughts. some physical tension in and around || sounds or words used as “starters”.
) the lips.
I —
When Tends to come and go when child || Tends to come and go in similar Tends to be present in most speaking
problem is is: tired, excited, tatking about situations, but is more often present situations, far more consistent and
most complex/new topics, asking or than absent, non-fluctuating.
noticeable: answering questions or talking to
unresponsive listeners.
e — 1 —— ——— = ———————1}
Child None apparent Some show little concem, some will {| Most are embarrassed and some sare
reaction: be frustrated and embarassed. also fearful of speaking.
et .~ e
Parent None to a great deal Most concerned, but concern may be | All have some degree of concern.
reaction: minimal.
e —_———
Referral Refer only if parents moderately || Refer if continues for 6 to 8 weeks or || Refer as soon as possible.
decision: to overly concemed. if parental concern justifies it.

Reprint courtesy of Stuttering Foundation of America
: (800) 992-9392
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Figure 2. (a) F, contour for the sentence “Goldilocks ran as fast as she
could through the woods", spoken by subject BS. (b) the flow derivative
spike contour (equivalent to mfdr) extracted from the LPC residual for the
same sentence and subject.

the LPC analysis appears in Figure 1b. The microphone
signal illustrates the voiced nature of most of the speech, with
frication from point 13000 onwards. Figure 1b shows how
the amplitude of the negative spike train approximately
follow the envelope of the speech in Figure 1a, suggestinga
good correlation with intensity.

In Figure 2, the F; and intensity (maximum flow
declination rate) contours are plotted for the sentence. The F,
is extracted as the inverse of each pitch period. The contours
display the voiced portions only. The unvoiced portions
were eventually reconstructed from unmodified residual
segments. Full speech reconstruction used an overlap-add
procedure.

The Glottal Area/Flow Model

After decomposition, the reconstruction process
was carried out by substituting the voiced excitation sections
with flow models derived from the parameterization de-
scribed above. In this section the glottal area/flow model is
described. Data presented in Titze (1989), Titze etal. (1994),
Perkell et al. (1994), and Stathopoulos et al. (1996), are used
to confirm the validity of the model. In section C the
polynomial excitation model is discussed.

A thorough description of the area/flow model
appears in the paper by Titze, Mapes and Story (1994). Here
we summarize the equations and then add or extend where

necessary for the purposes of this study. The reader is
referred to their paper for further details.

A model for glottal flow may be constructed using
the analogy of an electric circuit with a time-varying resis-
tance (Rothenberg, 1981). The equation summing the volt-
age drops is

P, =Ru+lu a
= 12 kplulu/a® + Iu’ 2)

where P is lung pressure, R is the nonlinear kinetic resis-
tance representing the time-varying glottal impedance, and /
is the lumped inertance of the vocal tract air column i.e. the
vocal tract impedance. The flow and its time derivative are
represented byu andu’. Inequation (2), £ isthe translaryngeal
pressure coefficient, p is the density of air, and a is the
minimum glottal area. The areaa and flow u are functions
of time, k, is a function of g, and / is constant over the
cycle.

A discrete solution for « in (2) may be obtained by
replacing 4 with u_and u’ with the backward difference
formulation (u, - u_,)/A. The parametern is then sampling
period, and A represents the sampling interval. This leads to
a recursive solution for u:

uy=av( £(1+ & + (26/avy)u,;) '* - 8) 3

where

vo = (2P/(k, p)) ** )

6 = (IA2PA))ave = Yavy ®

The quantity v, is the no-load (I =0) particle velocity, and &
is the inertial load factor that delays the buildup of flow when
the glottis opens. The index n represents the time from the
beginning to the end of a pitch period.

The glottal area function a is approximated by

a(6 ) = max( 0, sin (8)) (6)
where

0= mnAQeTy) 0<0<m 0<n<Ty (7
The pitch period is T, the open quotient @, is the fraction of
the cycle when the glottis is open, and the exponent Bisa
shaping parameter that measures the softness of onset and
offset of the pulse. A rule defining the covariance of @, and

B is
B=0p+1 8)
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A skewing quotient Q_ defines the ratio of rising to falling
portions of the glottal pulse i.e. O, = TP/I‘,l , where Tp is the
period of rising flow and 7' is the period of falling flow. The
skew has been empirically related to y by the equation

Y =0.080(Q; - 1) )

As stated by Titze et al. (1994), Q, governs the
spectral slope andQ, affects the depth of the spectral valleys.
The scale factor 0.080 differs from the value of 80,000
published by Titze because of the cgs units employed here.
Using (5), 8 can be related to y instead of /, resulting in a
modified Equation (3): '

g = av( (1 +(Yavg)? +2yupy )2 - yavo) (10)

By choosing values of @, and 0, the parameters
and vy are first computed, followed by a = a(6). The no-load
velocityv, is calculated from a nominal lung pressure P, and
an empirical estimate of k, and then the flow u_is obtained
from (10). In Titze’s 1994 study, k, was assumed constant at
1.1 as a first approximation, while P, was nominally chosen
to represent a male’s lung pressure. In the following section,
we describe how these parameters and @ may be modified
according to age and gender.

Extensions to the Model
The following paragraphs describe the additional

equations, and the age and gender-specific data, required to

apply the model to female and child target transformations.

Orifice dependent translaryngeal coefficient: The
k, parameter varies as the glottal opening area a changes
through the pitch period. Scherer and Lange (1996) empiri-
cally developed an equation for calculatingk, using the data
in Table I of Scherer and Guo (1991), (reproduced in Table
II below). In Table II, the &, values at translaryngeal pres-
sures of 5, 10, and 15 cm HZO are listed for seven different
orifice diameters(d). Eachelement in the table represents the
mean value of k for the angles -40, -20, -10, -5, 0, 5, 10, 20,
and 40 degrees.

Table II.

Orifice diameter d versus k, From Scherer and Guo (1991).
Diameterd(cm) Lk, atScmH,0 %k at10cm H,0 k.allSemH,O

0.32 1.03 -

0.16 L.o1 1.02 -

0.08 1.05 0.984 0.98s

0.04 1.05 0.961 0.948

0.02 1.30 1.20 115

0.01 289 1.98 171

0.005 117 6.54 449

The data in the table were reformulated as a new
coefficient

T, = 1Ak, - 1/d) a1

T, was then least-squares fitted producing the following third
order polynomial:

Ty= -2.112d°- 0.8477d* - 1.004d - 0.0000993 (12)

T, is a function of d, the time varying diameter of the glottis.
The table data were used assuming that pressure was not a
variable. The translaryngeal coefficient at any time in the
glottal cycle was then extracted by the inverse transforma-
tion

ky=1/T, + 1/d (13)

The value ofk, can be made gender and age dependent viad,
as will be seen in the following discussion.

Vocal fold length; A normalized area function a
was specified by equation (6). This function must be scaled
to produce the correctly sized glottal orifice as a function of
time. The glottal area may be parameterized as a function of
the effective glottal diameter d (the lateral gap between the
open vocal folds), and the membranous vocal fold length
during motion, L,

a=dL (14)

assuming for simplicity arectangular glottis.L is assumed to
be constant during a cycle.

Anequation forL derived by Titze (1989) from data
produced by Hollien and Moore (1960) shows 1L to be
proportional to the square root of the fundamental frequency
F, (externally provided from the pitch extraction analysis)
and a power of the vocal fold rest length L,

L =0.038(Ly) "°(Fp) * (15)

where L, is set to 1.6 cm for adult males, 1.0 cm for adult
females and 0.9 cm for the ten year old child in this study.
These values were obtained from Titze (1989), in which data
from Hirano (1983) were used to describe the membranous
length of the vocal fold as ‘a function of age and gender.
Vocal fold maximum amplitude: The other factor
that determines the maximum value ofa s the glottal orifice
diameter d. This diameter is related to the maximum dis-
placement amplitude A of tissue vibration. According to
Titze (1989), a typical male/female ratio of A is 1.2, based on
flow data measured by Holmberg (1988). Assuming that a
typical vibration amplitude for a male vocal fold is 0.07 cm
and that a typical prephonatory displacement (from the mid-
line) is about 0.02 cm (Wong 1991), the mid-line to maxi-
mum displacement is then 0.09 cm, close to the Imm sug-
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gested by Titze (1991). The maximum glottal diameterd,
(for normal phonation) is therefore 0.18 cm. Using the
previously defined A ratio, a female would therefore have a
glottal diameter of 0.15 cm. No data for a child’sd__are
available, so we provide an estimate. Since children have
smaller vocal fold lengths, they are likely to have smaller
tissue amplitudes. Our initial estimate is 80% of the female
value of A. Applying the ratio 0.8/1.2 to a nominal 0.18 cm
yields a glottal diameterd__ of 0.12 cm and an amplitude A
0f 0.04 for the child. The normalized areaa from (6) may then
be scaled to a maximum Ld_ . As the output ac flow for
children has been measured by Stathopoulos and Sapienza
(1996), the output flow from the model can be compared to
this data, and the appropriateness of theA value for the child
may be inferred.

Lung pressure: The lung pressure P, influences the
flow calculation in (10) via the no-load particle velocity v,
calculated in Equation (4). Stathopoulos and Sapienza (1996)
have measured tracheal pressure for male and female adults
and children at a number of ages. For a medium loudness
level, mean tracheal pressures were 5.23 cm H,O for adult
males, 4.07 cm H,O for adult females, and 8.66 cm H,O for
10 year old boys. According to Stathopoulos et al. these
values were lower than previously reported (e.g., Perkell’s
male and female (adult) data were 5.9 and 5.5 cm H,0,
respectively). For this study, the averages between Perkell
and Stathopoulos’ data for adults were used, 5.57 and 4.78
respectively, while retaining the child’s lung pressure value
of 8.66.

Aspiration noise during voicing: Glottal aspiration
is assumed to be triggered by the magnitude of the Reynolds
number of the flow u. The leakage or dc flow in the glottis
contributes to this. The Reynolds number is then

Re=(u+ us )p/ALp) 16)

where 4 is the air viscosity. The maximum range of dc flow
magnitude has been experimentally determined (during this
study) as 1600 cm’/s. A value of 0% has no noticeable
hoarseness, while 100% sounds very hoarse. In the model,u,_
is entered as a control parameter like @, and Q_, specified as
apercentage of the maximum. The dc flow helps in creating
breathiness in the voice by lifting the pulse so that the
Reynolds number threshold is exceeded for a longer portion
of each cycle.

Turbulent noise flow is generated in two steps.
First, a pseudo-random number sequence is generated with
appropriate spectral characteristics. The sequence is then
scaled in proportion to the Reynolds number of the non-
aspirated flow (equation (16)) according to the following
equation, which proportions and triggers the flow noise:

Snoise = (R€’ - 1800 Vs noisemax Re> 1800 (14
Snoise = 0 Re < 1800

Equation (17) generates a sequence of scale factor values for
each point in the cycle. The sequence is shaped in time to be
maximum at the instant of peak flow. Figure 3a displays the
scaling parameter s, for one cycle. The pseudorandom
number sequence is obtained from the LPC residual to
maintain the residual’s spectral characteristics. The residual
is first numerically integrated so that it resembles a flow
wave. The flow above a 90% threshold of the maximum in
each cycle is then fitted with a fourth order polynomial. For
every voiced cycle, the error between the fitted polynomial
and the residual above the threshold is then extracted, zero-
meaned, Hanning-windowed, and zero-padded to 1024 points.
AnFFTiscalculated foreach cycle, and the mean FFT across
all cycles is calculated. This mean FFT spectrum represents
the aspiration noise with appropriate spectral characteristics.

The magnitude of the mean FFT is assumed to be
associated with a linear phase spectrum. To create a noise
source with the same spectral magnitude characteristics as
the mean FFT, the phase values are reordered using a
uniformly distributed sampling procedure to produce a pseu-
dorandom phase. The inverse FFT, using the new phase with
the mean FFT magnitude, is calculated to give anew pseudo-
random time sequence. The zero padding performed in the
analysis thus ensures an adequate length for the sequence.
All this is done prior to speech reconstruction.

During reconstruction, for each cycle, a pitch pe-
riod of the pseudo-random sequence is randomly extracted.
Figure 3b shows the pseudo-random noise sequence. The
data are then scaled by multiplication with the sequence
generated from Eq. (17) to produce a noise sequence

Unoise() = Snaise(n) (1) (18)

where r(n)is the pseudo-random sequence element. It is also
scaled to counteract the effect of zero padding. This is shown

? (@) ®)
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Figure 3. (a) Reynolds number scaling factor signal, extracted from the
area/flow model assuming an adult male pulse. (b) turbulent noise sequence.
(c) noise scaled by Reynolds number scaling factor signal.
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Figure 4. (a) flow u plus turbulent noise, after scaling in preparation for
reconstruction. The signal beginning closest to zero is the area/flow
model approximation to a flow pulse generated form the residual integral.
(b) the derivatives of the flow signals. The smooth signal is the area/flow
model approximation.

in Figure 3c. The aspiration u,_is then added to the u
calculated from (10), after #_has been appropriately scaled
to match the LPC residual magnitude.

Open and skew quotients: The open and skew
quotients are parameters of the model. For transforming
speech, it is useful to know if there are gender or age
differences in these quotients that should be applied to the
model. Stathopoulos (1996) measured Q, of 0.55, 0.70 and
0.66, respectively, for adult males, females and ten year old
boys. Thus, given a specific male withaQ, 0f 0.50, the ratio
0.50(0.66/0.55) can be used to produce a child’s voice.

The skewing quotient Q, is generally changed by
alterations in speaking style (articulatory changes affect the
vocal tract load) or effort level. In ourmodel, anominal male
value of 1.9 is first used, and the maximum flow declination
rate (mfdr) described earlier modifies the glottal pulse and
alters the final skew.

Scaling the model to suit the LPC residual; Figures
4a and 4b plot the flow and its derivative after scaling
according to the mfdr, followed by the addition of the
aspiration. Scaling is done according to our mfdr ratio
(described in the following section) for any gender or age
transformations required. Note that the units are arbitrary, as
the LPC analysis produces signals that have been scaled due
to data conditioning requirements.

Comparison Data

The data used to model the desired age and gender
changes appear in Table III. The Q, value is nominally setto
1.9. In Figures Sa and 5b, the glottal diameter and glottal
areas are plotted for an assumed F, of 100 Hz, and an open
quotient as specified in the table. The solid, bold and dashed
lines represent adult male, adult female and child responses
respectively.

Figure Sc shows the k, values over a cycle. The
values are approximately constant for diameters greater than
0.05 cm, but can be very large for smaller diameters. The
average large diameter k values were 1.033, 1.026, and
1.016 foradult male, adult female and child. These valuesare
slightly smaller than the 1.1 value used in the literature (e.g.

Table III.
Data Used for Age and Gender Transformation
male female child
Rest length Lo (cm) 1.6 1.0 0.9
Amplitode d.y, (cm) 0.18 0.15 0.12
Lung press P, (cm H,0) 5.57 4.78 8.43
Open Quotient Q, 0.55 0.70 0.66
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Figure 5. Area/flow model plots, with the following legend: adult male
(solid), adult female (bold) and 10 year old boy (dash). (a) Glottal
diameter d, (b) Glottal area a, (c) Translaryngeal coefficient k, (zoomed
in).

Titze, 1973), which has been derived from the difference in
entry and exit coefficients first used by Van den Berg et al.
(1957). The large values ofk, reducev,near closure as shown
in Figure 6a, in which the value of v, approaches zero more
rapidly than the value of a in Figure 5b. Althoughk, is large
for only brief moments in time, these are important events
near closure. Itis possible thatk, could control the skew, and
hence the presence of certain spectral harmonics. This could
affect voice quality (Titze 1994). Note that the child’s no-
load particle velocity is larger than the female’s or male’s,
due to the larger lung pressure. Figures 6b and 6¢ show the
no-load flow and the loaded flow (the skewing is due to the
inertive vocal tract).

Perkell et al (1994) recorded male and female ac
flow values (sinusoidal or alternating current analogy).
They measured a male/female (m/f) ac flow ratio of 330/160
(numbers reported here incm?/s, butin liters/s in their study),
i.e. a normalized ratio of 2.06. Stathopoulos and Sapienza
(1996) measured amale/female/child (m/f/c) ac flow ratio of
310/160/130, i.e. 1.94/1.0/0.81 (normalized to the female
value). These data appear in Table IV. In Figure 6c, the
maximum flows from the model are 345, 157, and 146, which -
gives a 2.16/1/0.93 ratio for m/f/c. In absolute terms, the
numbers are well within a standard deviation of the mean
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Figure 6. Area/flow model plots, with the following legend: adult male
(solid). adult female (bold) and 10 year old boy (dash). (a) No-load
particle velocity v, (b) No-load flow u, (c) Loaded flow v. (d) derivative
of loaded flow u’. -

values measured by Stathopoulos et al. and Perkell et al. As
normalized m/f/c ratios, the model data also appear reason-
able.

Figure 6d shows the flow derivative for the three
cases. The mfdr values are the peak negative values in the
plots. These values are 360,000, 87,000, and 89,000 cm?/s?,
assuming a 100 Hz F, (and discarding the negative sign).
Converted to I/s?, these values are 360, 87 and 89, respec-
tively. Perkell’s mfdr data are in the m/fratio of 337/184, i.e.
a normalized ratio of 1.83. The measurements were made at
an F of 112 Hz for the male, and 204 Hz for the female. If
the model data are adjusted for F), the data are then 360
(112/100) = 403 for the male and 177 for the female. This is
am/f ratio of 2.27, larger than Perkell’s measured ratio. The
FO adjusted ratios are also larger than Stathopoulos’ data
(see Table IV). Note, however, that the model data are still
within a standard deviation of Stathopoulos’ and Perkell’s
data. In addition, the model produced the increased mfdr of
the child relative to the female exhibited by Stathopoulos’
data. It thus seems likely that the estimated tissue amplitude
chosen for the child is reasonable.

The Polynomial Fitted Flow Derivative Model
Milenkovic (1993) developed a model of the flow
derivative based on fitting a polynomial equation to the data
for each cycle. This model required a combination of four
basis functions, each function of order four. Childers and Hu
(1994) simplified this model to asingle 7" order polynomial.
The attraction of both of these models is that the fitting
procedure can be automated so that no human intervention is
necessary (€.g. no estimation of @, and Q). The procedure
requires the cycle to begin and end at the maximum negative
spike locations in each cycle. The polynomial equation
attempts to fit all of the major low frequency humps in the
data. This is useful because LPC often produces a pseudoflow
(or pseudoflow derivative) signal which contains no obvious
closed phase. Models such as the LF, and the area/flow

Table IV.

AC Flow and mfdr results comparison. Numbers in brackets are
standard deviation data. Numbers after the @ are F, of phonation at
which data was gathered or simulated. The last two rows represent the
third to last row after pitch adjustment. The data taken from Perkell
are the 1993 measurements at the normal loudness level. The data
taken from Stathopoulos refer to 1996 reference.

Parameter male female child mcratio  dats source
ac flow (cm’/s)  310(90) 160 (70) 130 (40) 1941081  Stathopoulos
330(70) 160 (S0) - 2,061 Perkell
348 157 146 216/1/093  model
odr(s) @ Fs  285@105(95) 1949206 (T1) 2109230(80) 1.47/1/1.08  Stathapoulos
37@12(127) 1840204 (63) - 1831 Perkell
360@100 870100 89@100 modsl
378Q 108 1799206 2050230 210115 mode! (Fo adj)
sm3e112 177@204 - 22m modz) (Fo adj)

model described above, expect a closed phase. As a result,
these more stylized models do not always match the shape of
the flow derivative signal as accurately as the polynomial
model. A drawback to the polynomial representation, how-
ever, is an inability to interpret the coefficients in relation to
events in the cycle or measurements from sensor signals
(Milenkovic, 1993), (Childers, 1994).

The Polynomial Equation

The Matlab procedure polyfit was used to find the
coefficients of the polynomial p(x) of degree n that fits the
data p{x(i}] to y(i) in a least squares sense, where x(i) is the
time sequence and y(i) is the LPC pseudoflow derivative
data. Thus

p(x) =pix" + sz"'l + DX ¥ DPnes (19)

In this study, polynomials of order (degree) ranging from 7
to 15 were used to capture the low frequency nuances ineach
cycle.

Reconstruction

The polynomial coefficients and the cycle period
(in samples) are stored until reconstruction. A sequence of
evenly sampled time values, equal in length to the period (the
x(i) above), are then entered into the polynomial function to
reconstruct the pseudoflow derivative cycle. Note that the
fundamental period is specified as an integral number of
sample points. Examples are shown in Figures 7(d) and 7(f).
The smooth plots are from the polynomial fit.

If instead of mimicry, a transformation from an
adult to a child or female is desired, several changes must be
made. The polynomial for each cycle fits only that cycle.
Consider a pitch contour modification that increases or
decreases the number of cycles. Since there is a one to one
correspondence between polynomials and cycles, polynomi-
alsmustbe created or eliminated. The simplest way would be
to use one polynomial (p) and repeat it for every cycle in the
sentence. This ignores the variations in shape that the poly-
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Figure 7. (a) Original LPC residual pseudoflow (top) and a/f model
approximation (bottom) from steady state portion in Goldilocks sentence,
(b) derivatives of flows from Figure 7a: original (noisy plot) and a/f model
(smooth plot). (c) as for Figure 7a, but bottom curve is 7* order polynomial
model. (d) as for Figure 7b, but for 7 order polynomial model. (e) as for
Figure 7c, but bottom curve is 15* order polynomial model. (f) as for
Figure 7e, but for 15* order polynomial model.

nomials can capture. The changing period length can be dealt
with by resampling p with a higher or lower density relative
to the period associated with p. Changes in intensity can be
captured by scaling the reconstructed cycle so that it has a
negative minimum equal to the value defined in the spike
derivative contour. In addition, the m/f/c mfdr scale factors
discussed above can be applied to the spike derivative if
gender or age changes are required.

Choosing a single polynomial that is used forevery
cycle would prevent this model from capturing the subtle
qualities inherent in a persons speech. An alternative is to fit
eachof the polynomial coefficients in a similar manner to the
pitch contour (described below), modeling each coefficient
value over time using another polynomial. The number of
cycles required for the sentence or phrase could then be
changed by resampling the coefficient contour at a different
density. The computational effort to do this is high, however.
Ananthapadmanabha (1995) has pointed out that an assump-
tion of constant @, and Q. for a phrase or sentence does not
harm the naturalness of the voice significantly. The polyno-
mial fitting method, as applied to the polynomial coefficient
contours, is therefore not discussed further in this paper.

Transforming Pitch and Intensity Contours

To transform the voice, the F, and flow-derivative
spike (mfdr) contours in Figure 2 must be modified to
represent the increased pitch produced by females and chil-
dren, while maintaining the basic prosodic contours of the
adult. In the system described here, the contours can be
companded (compressed or expanded) to shift the F, or the
intensity up or down by arbitrary amounts. The dynamics of
the contours can also be exaggerated or flattened. This is
done while keeping the timing for each word the same.

The F, contour for the whole sentence is made up of
aseries of voicingislands. Initially, the contour for the whole
sentence is zero-meaned and the desired dynamic scaling
parameter is applied. This multiplicative factor exaggerates
(factor >1) or flattens (factor <1) the shape of the contour.
Following this, the contour is shifted to its original mean F,,
plus an additional shift up or down.

Since the pitch markers represent F cycle periods,
ashift up or down in F implies that more or fewer cycles are
needed to span the same word-time intervals. To add or
subtract cycles, the markers needed to be considered as
discrete values representing a function. The pitch markers
are examined to determine where the voicing ‘islands’ exist
(i.e. where the marking algorithm has determined that voic-
ing has been turned on or off). Each of these islands is fitted
to a polynomial which can then be resampled to change the
number of cycles. Each island can vary significantly in its
dynamics, so the order of the polynomial is allowed to vary
with the number of points in the island to be fitted. The order
is chosen as N/4, where N is the number of original cycle
markers to be fitted. The order is arbitrarily limited to a
maximum of 15.

Once the polynomial for each island is obtained, it
is resampled so that the cumulative time from the new
markers does not exceed the time interval for the original
island, yetis within half an F, cycle. All of the new markers
are adjusted to the nearest sample, and the time interval of the
island is readjusted according to the previous half cycle
criterion. Once this is done, each of the markers (starting
from the beginning of the island) has one sample added to its
period length until the original island time interval has been
achieved.

Intensity changes are produced in asimilar manner.
The flow derivative spike values are adjusted to reflect the
desired dynamics. Although scaling and shifting of the
intensity contour does not change the time interval of an
island, any F, contour changes must be accompanied by
intensity modifications. The F; manipulations determine the
number of new cycles in each island. The polynomial fitting
procedure used to modify intensity uses the newly deter-
mined number of cycles as a guide to resampling the intensity
polynomial. It is necessary to ensure the intensity values are
greater than zero (assuming an intensity value is positive), so
that sound is not lost.
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Transforming the Vocal Tract

Since previous studies on nonlinear vocal tract
warping have produced contradictory conclusions, it was
deemed useful to determine whether Yang’s results could be
generalized. MRI extracted areas, previously measured
from subject BS (Story, 1996), were used as a comparison
set. Yang’s procedure for nonlinear scaling was carried out
using the lengthrelationships measured from their MRI data.
(The epiglottal, pharyngeal, and oral regions of the male
were compressed or dilated to match the female and child
equivalentregions, using data from the first thre€ columns of
Table I from Yang and Kasuya (1995)). The F,-F, formant
shifts, shownin Table V, were generally within the 5% bound
for the m/fscaling, except the F, for /u/. For the male-to-child
scaling, the /u/ and /o/ F, and /e/ F, differences exceeded the
bound. Note that F, and F, exceeded this bound more
frequently. It was decided that this experiment confirmed the
generality of Yang's observations, using his criteria for
difference limen. As a consequence, only linear modifica-
tions of the vocal tract length were used.

Linear modification of the vocal tract can be
achieved in several ways. One method is to spline fit the
pseudoarea function obtained from the LPC coefficients, and
then resample the area function at a higher or lower density
(for longer or shorter tracts). If speech reconstruction is
carried out at the original resampling rate, the filter will
represent a tract in which each area element has the same
length, but there will be fewer or more area elements (and
LPC coefficients). This technique has a benefit in that it
permits nonlinear modification through uneven resampling
of the pseudoarea function. A drawback, however, is that the
pseudoareas do not resemble the MRI areas for the same
sound, due to bandwidth estimation problems in the LPC

Table V.
Formant frequencies (Hz) and % differences (in brackets) from
the male reference for five vowels. The male/female and male/child
formants are for the male tract modified to approach the female
or child’s proportional length relationships of epiglottal,
pharyngeal, and oral cavities.
Vowel F1 F2 F3 F4

male o 809 1156 2813 3402
msle/ffemale 817(093)  1172(1.35)  2647(-5.85) 3675 (8.03)
male/child BIT(093)  1142(-124) 2609(-723) 3924 (1535)
male N 287 2375 3196 37120
male/ferate 284(-0.76)  2484(46)  2989(-6.48) 3859 (3.74)
male/child 278(-29)  2412(1.6)  2984(-66)  3942(59)
mate N 332 1193 2558 3875
male/fernale : 332(0) 1110(-69)  2685(495)  4150(7.11)
male/child 331(-039) 1066 (-10.7) 2734(6.86) 4363 (12.60)
male et 604 1843 2344 3017
maleffemale $81(-375)  1845(0.12)  2463(S.1)  3294(92)
male/child 61 (-7.1) 1763 (434)  2629(122) 3433 (138)
male fot 416 865 2487 3747
male/female 412(-1.1)  848(-19)  2398(-36)  4017(72)
male/child 396(4.9)  801(7.4) 2722(94) 3994 (6.6)

process. The pseudoareas may therefore have a different
sensitivity to area manipulation than those derived from the
MRI data.

An easier method is to project the LPC coefficients
to the pole-zero domain, and then rotate the angle of each
pole inversely proportional to the length change. This method
has been used by Childers et al. (1989), although they used
a function which rotated less for higher frequency poles. In
this study, all poles were rotated by the same factor. One
problem with this technique occurs when poles rotate past®t
(the Nyquist frequency). In listening tests, it was found that
poles appearing near the Nyquist frequency combined with
their conjugate poles very close by. This caused the pole
skirts to add, resulting in boosted signals near the Nyquist
frequency. When the magnitudes were close to the unit
circle, this boost was heard as a chirp. The effect was
prevented by reducing the magnitude of all poles in which the
new frequency would be greater than 5 kHz to 80% of the
original value. Polesrotating past® were placed at the origin.

Experiments
Male Mimicry

The Goldilocks sentence was simulated using both
the area/flow (a/f) and the polynomial models. The F, and
intensity contours were not altered at all, and the filter data
representing articulation was not modified. The a/f model
assumed Q = 1.9 and @ = 0.53. The open quotient was
determined by examining a set of pseudoflow cycles ob-
tained from the residual integral. It was experimentally
determined that this value of Q produced a voice quality
closest to the original speech. This was done by manually
optimizing the spectral harmonic amplitudes of the flow
pulse. The nominal Q, was changed for each cycle in
reconstruction when the mfdr spike was scaled to equal the
intensity contour. Figure 7a shows the pseudoflow (top) and
the model approximation, and Figure 7bshows the pseudoflow
derivative (residual) and the a/f approximation.

The a/f model produced speech which was very
natural, but qualitatively different from the original. It ap-
peared to have a boosted F,. This is illustrated in Figure 8a,
in which the spectra for the a/f model (gray line) and the
original residual (black line) are presented. The spectra have
been adjusted to have equal magnitude at F. It can be seen
that the first two harmonics are well matched, while the next
seven harmonics (the F, band) are too large. There was also
a lack of high frequencies from 3 to 5 kHz (not shown).

The polynomial model makes no assumptions about
the open quotient, fitting the data between the cycle markers.
Figures 7c, 7d, and 8b show the fit with a 7" order model (the
same order used by Childers and Hu). After reconstruction
and playback, the sentence using this polynomial model was
perceptually closer to the original than the a/f model, al-
though lacking some midrange frequencies (500 to 1500
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Hz). This produced slightly muffled speech. A polynomial of
order 15 produced speech much closer to the original. This
is shown in Figures 7e and 7f, where the dynamics in the
signals are matched more closely to the original, and in
Figure 8c, where the first 5 harmonics are perfectly matched,
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Figure 8. (a) spectrums of flow signals: original pseudoflow (solid),
a/f approximation (gray). (b) comparing original pseudoflow (solid) and
7* order polynomial (gray). (c) comparing original pseudoflow (solid)
and 15 order polynomial (gray).

and the harmonics from 500 to 1500 Hz also match better
than the other models. Another technique for improving the
quality was based on Imaizumi’s observation that it is criti-
cally important to match the magnitude of the pseudoflow
derivative markers. The 7" order polynomial fit frequently
underestimated the magnitude of the markers. The 15" order
polynomial produced a better fit for the marker magnitudes
as well as the internal dynamics within the cycle. A compro-
mise technique that can be used in reconstruction is to
substitute the marker value for the first sample in the recon-
structed flow derivative cycle. This guarantees acorrect flow
derivative minimum, at minimal computational cost. The
resulting voice quality is significantly closer to the 15 order
polynomial speech than the 7" order polynomial speech.
Spectrally, the substitution technique more closely matched
the 15" order spectra than the 7* order spectra.

It should be noted that there were some problems
with the turbulence noise. In all three cases presented, the
spectrum from 3 kHz to 10 kHz was below the true magni-
tude. Adding aspiration produced a flow pulse spectrum that
matched the residual flow well between 3 and 10 kHz.
Perceptually, however, even though the noise was applied
during a small time window in the cycle (see Figure 4) with
similar magnitude to the ‘error’ from the residual signal, the
effect on the speech was more pronounced than in the
original speech, sounding faintly hoarse, as if phlegm was
present. It sounded natural, but was slightly more prominent
than expected.

Male to Child Transformation

The transformation of speech from male adult to
male child required modifications of all the speech compo-
nents. The strategy employed was to analyze KM’s excita-
tion residual using LPC, and then adjust the a/f and polyno-
mial models to simulate KM’s flow cycle. These flow cycles
replaced the adult male excitation. BS’s vocal tract was then
linearly shortened, and the pitch and intensity contours were
modified to emulate a child’s speech pattern. Since the
intention was to use the adult prosodic contours and vocal
tract articulation (with tract length adjustments), there was
no target child speech for comparison.

Figure 9a shows the original F,contour produced
by the male (lower) and the modified contour. The mean F;
for the original contour was 110 Hz. Analysis of KM’s
speech indicated a mean pitch of 200 Hz. The upper contour
was then lifted by 90 Hz. The dynamics of the contour were
amplified by a factor of 3 to simulate a child-like ‘fairy tale
reading’ voice, since BS originally produced the sentence
with a somewhat monotonic delivery. The intensity contour
(lower contour) in Figure 9b was amplified by a factor of 1.5
(without zero-meaning the data first).

Figures 10a and 10b show the flow derivative and
the flow pulse spectra for the child and for the a/f model. The
match is good for the first six harmonics in the spectrum. An
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open quotient of 0.74 and skew quotient of 2.4 were mea-
sured from KM’s pseudoflow. The signal was taken from a
short steady state section of the sentence. Figures 10c and
10d are equivalent plots using the 15% order polynomial
model. The spectral match is better than for the:a/f model, but
both models fit well.

The vocal tract was linearly modified in length
using pole rotations. From Yang’s data, the male-child/male-
adult vocal tract length ratios for each of the vowels/a/, /i/,
lu/, lel, and /o/ were calculated. This produced a mean of
0.782. This scale factor was applied to all LPC filter frames.
Figure 11 shows the formant spectra for an LPC frame. The
rotated poles produced the gray spectral plot. The average
formant shift was 27.8%, as expected.

After speech reconstruction, each of the models
produced perceptually very similar speech, asexpected from
Figure 11. The contour changes produced an animated
speech style quite suited to the material. Informal judgments
of the transformed speech are discussed in section D.

Male to Female Transformation

Transforming from the adult male to an adult fe-
male followed the same procedure as for the male-to-child
process. A mean F, of 203 Hz was measured from KB’s
speech. The pitch contour was thus shifted up by 93 Hz, with
adynamic scale factor of 3.5 to give an animated style. AQ,
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Figure 10. (a) LPC residual (pseduoflow derivative) (noisy plot) and
a/f model approximation (smooth plot) to match the child subject KM for
steady state voicing in Goldilocks sentence. (b) Flow spectra for Figure
10a - LPC residual (solid) and a/f model (gray). (c) LPC residual (noisy)
and 15* order polynomial model (smooth). (d) Flow spectra for Figure
10c - LPC residual (solid) and polynomial model (gray).
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Figure 11. LPC spectral frame for original male phonation (solid). and
after pole rotation (gray) for adult to child transformation.

and Q, of 0.58 and 1.5 were estimated from a steady state
portion of KB’s pseudoflow. The flow derivative and flow
spectra plots in Figures 12a and 12b show a good fit for the
first seven harmonics. Figures 12c and 12d show the polyno-
mial fit, which is a better fit, especially for the harmonics
between 2 and 3 kHz.

The vocal tract was rotated by a female/male factor
of 0.83, estimated using the male and female vocal tract
length data from Hogberg (1995). Yang’s male/female data
was used initially, but the 0.79 ratio produced a child-like
voice, since this value is close to the 0.782 used for the male-
to-child transformation. The ratio measured from Hogberg's
data produced a more adult-like voice.
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Figure 12. (a) LPC residual (pseduoflow derivative) (noisy plot) and o/
[ model approximation (smooth) to match the adult female subject KB for
steady state voicing in Goldilocks sentence. (b) Flow spectra for Figure
13a - LPC residual (solid) and a/f model (gray). (c) LPC residual (noisy)
and 15* order polynomial model (smooth). (d) Flow spectra for Figure
13c - LPC residual (solid) and polynomial model (gray).

Perceptual Testing of Resulting Transformations

An informal perceptual test was conducted with
four listeners. A number of sentences using the Goldilocks
passage were created using speech from BS, KB and KM. In
some of the sentences, the excitation was replaced by one of
the models, and the articulation was not modified. In other
sentences the contours and vocal tract were also altered in an
attempt to transform the speech, as described in sections B
and C. The sentences were played in random order.

Mimicry

Alllisteners thought that the adult male (BS) speech,
after the excitation was replaced with either the a/f model or
the polynomial model, was highly natural. When this was
done to the adult female’s speech (KB) the opinion was that
the sentence produced from the polynomial model was
highly natural, but the a/f model produced speech that was
not as good, although acceptable. The speech obtained from
KM’s tract and the two excitation models was judged most
natural using the polynomial model, but again, the a/f model
was still acceptable.

Pulse Substitution

Sentences using KB and KM’s polynomial model
pulses were inserted into BS’s sentence, while retaining
BS’s contours and vocal tract length. This was an attempt to
find out if a female or child’s voice quality affected judg-
ments of gender or naturalness. All listeners were able to
identify the speaker as male and adult for both sentences. The
sentences were all judged as highly natural.

Constant Open Quotient

A sentence was created from BS using a single
polynomial pulse extracted from BS’s excitation. The pitch
period was varied by resampling the polynomial. This method
kept the open quotient constant throughout the sentence. All
listeners considered this sentence to be highly natural.

Male to Child Transformation
The a/f and polynomial parameter estimates ex-
tracted from KM were applied to the sentence produced by

BS. The vocal tract was shortened and the pitch contour

modified as described in experiment B above. Three of the
four listeners identified the modified speech as coming from
a child. The speech was considered to be only somewhat
natural, however. Neither of the two models produced speech
that was noticeably more natural than the other.

Male to Female Transformation

The procedure for male-to-child transformation
was repeated using KB’s model estimates, as described in
experiment C. The listeners were confused with respect to
gender and age. The speech was considered to be only
somewhat natural, and less convincing than the male-to-
child transformation.

Discussion

The informal listening test results, although pre-
liminary, suggest that we have successfully produced natural
sounding excitation models, while articulatory changes were
less successful. Both the area/flow and the polynomial source
models produced acceptably natural speech when the articu-
lation was not modified. The polynomial model captured the
nuances of the excitation cycle better than the area/flow
model, since it attempted to fit the dynamics of the cycle,
whereas the area/flow model enforced a closure period.
Using pitch asynchronous LPC as a decomposition tech-
nique may have made the area/flow model even less suitable,
since this method of LPC is most susceptible to errors due to
bandwidth estimation and ‘leakage’ between the excitation
and articulation estimates. Perhaps a pitch synchronous or
closed phase LPC method would produce a pseudoflow
pulse that is more like the flow pulse expected by the area/
flow model.

While the area/flow model did not capture the
dynamics of the excitation as well as the polynomial model,
age and gender-related measurement data from the literature
indicated that the area/flow model successfully takes into
account age and gender-related lung pressure, vocal fold
length and vibrational amplitude measurements as variables.
The ac flow and mfdr results, which are gross measures of
pulse height and shape, are all within a standard deviation of
the mean measured values measured by Stathopoulos et al
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and Perkell et al. This suggests that the area/flow model can
be used to model changes due to age and gender.

Keeping the open quotient constant does not de-
crease the naturalness of the speech, in agreement with
studies by Ananthapadmanabha and Childers (1989). This
concept is very useful for very efficient encoding, as a single
polynomial coefficient set can be transmitted to represent a
sentence or even a conversation, along with an accurate
intensity/mfdr contour.

Modifying the vocal quality by substituting excita-
tion models from a female or child’s voice does not affect
estimations of naturalness, age, or gender, although it does
change the quality. The articulation and the pitch contour
appear to be more significant determinants of age and gen-
der.

It should be noted that the estimation of the open
quotient in the area/flow model is quite difficult. Matching
the magnitudes of the spectral harmonics of the flow pulses
is the best criteria, although it requires an iterative process
thatcombines an estimation of a threshold in the time domain
with error minimization in the spectral domain. In this study,
this optimization process was not automated.

The turbulent noise model produces perceptually
realistic noise, but the perceptual effect is slightly magnified.
Although the magnitude range of the added noise is similar
to the original signal, and the window of application is very
small, the turbulence is easily perceived.

For the polynomial model, a seventh order model
has problems matching harmonics 3 to 8, although this canbe
improved by substituting the first point with the mfdr inten-
sity value specified in the intensity contour. The best accu-
racy has been achieved with a 15" order polynomiai.

The age transformation from the adult male to an
arbitrary male child has met with limited success. Most of the
listeners thought it was speech from a child, but the speech
was judged to be less than convincing in its characterization
of a child. The gender change was even less successful. The
substitution of female or child pulses into the male’s speech
did not degrade the naturalness, but the modifications to the
tract and F,; contour created unconvincing speech. Perhaps
the animated style applied to the F; contour was too sugges-
tive of a child, although in the authors’ opinion, the tract
modifications appear to be a greater contributor to the
unconvincing characterization. It is possible that Yang’s
conclusions regarding nonlinear tract changes may have to
bereexamined, especially as Table V indicates that F,and F,
often exceeded the 5% threshold of just noticeable differ-
ences. Itisknown that F, and F, contribute to the perception
of the twang and sob speech qualities, and that these qualities
can be generated by manipulating the epiglottal end of the
vocal tract (Titze and Story, 1996).

Conclusions

This study has demonstrated that the LPC method-
ology, combined with either of two models of excitation, can
produce sentence-level speech of high quality and natural-
ness. The polynomial fitting method is the best match to the
LP filter articulation because it can be automated, and
because it makes no assumptions about the closed phase of
the vocal fold pulse. It therefore matches the residual well
and ignores any errors in the decomposition process. The
area/flow model is not as successful because it requires an
estimate of the open quotient which is not easily and opti-
mally measured. In fact, the LPC decomposition may not
produce a closed phase at all. Note, however, that in
articulatory synthesis, where the vocal tract shape is esti-
mated using techniques such as neural nets, the area/flow
model may be a better input model. Methods of LPC which
can determine the glottal pulse with more accuracy may also
find that the area/flow model would more closely fit the
residual.

The area/flow model has successfully been ex-
tended to describe changes due to age and gender. The
nominal parameter values used here produce ac flow and
maximum flow declination rate values that are within the
expectedranges of reported data, and successfully character-
ize the differences due to gender and age. Our model of
turbulent noise produces perceptually natural resuits, al-
though further work is needed on the nature and structure of
the high frequency content in the residual signal. Perhaps
placement of the aspiration is as important as spectrum and
magnitude. Childers and Lee (1991) placed noise just after
the glottis closed for the simulation of breathy voices.

The age and gender transformations have produced
only limited success, with the male-adult-to-boy transform
faring best. The success of the excitation models points to the
vocal tract modifications as the source of the problem. We
used Childers (1991) method of pole rotation, in which
higher frequency poles were rotated less, without any signifi-
cant improvement. The formant data calculated in Table V
indicated that the nonlinear tract changes may change F, and
F, more than expected, which we believe can alter the quality
of the perceived vowels. Further simulations using more
MRI data, and perceptual listening tests using the manipu-
lated tracts, need to be conducted. The epiglottal, pharyn-
geal, and oral markers taken from Yang’s data need to be
identified on our data, so that there is no mismatch. Even if
nonlinear changes are warranted, the modifications may
have to vary from vowel to vowel. For sentence level speech,
this would require identification of the vowel prior to ma-
nipulation. In addition, this technique would not be well
suited to the LPC method since the pseudoareas estimated
from the LPC filter coefficients may have different sensitivi-
ties with respect to area element manipulation as compared
to MRI areas. Equivalent manipulations in the pole-zero
domain are probably more useful in the .context of LPC
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synthesis, if the effects of the nonlinear growth relationships
can be easily related to pole rotations.
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Abstract

The United States Bureau of Labor Statistics and
other sources were consulted about the percentages of the
working population who we identified as professional voice
users. The largest percentage may be in sales and sales-
related occupations (13%), but the exact breakdown of those
who approach their clients vocally rather than by mail is stil}
uncertain. The second largest population is teachers, who
contribute 4.2% percent of the U.S. workforce (1994 statis-
tic). Teachers have been identified as having the greatest
incidence of voice disorders.'? Population data are also
given for professional voice users who could present a
significant hazard to public safety if their vocal communica-
tion skills were severely impaired.

Introduction

When one thinks of professional voice users, sing-
ers and actors immediately come to mind. However, there
are many other professionals for whom voice is a primary
tool of trade. Telemarketers, teachers, receptionists, emer-
gency vehicle dispatchers and broadcasters would find it
virtually impossible to interact with their clients, students, or
audiences without a well-functioning and enduring voice.
Thus, vocal problems can affect careers and reduce profit for
a company. In addition, vocal problems can jeopardize the
safety of the general public if there is miscommunication of
key facts and directives, particularly in law enforcement and
the Armed Forces.

The primary purpose of this study is to identify the
numbers of professional voice users in various work set-
tings. These population statistics will establish a priority list
for potential voice clients. We define professional voice
users as: 1) those who depend on a consistent, special, or
appealing voice quality as a primary tool of trade, and 2)

those who, if afflicted with dysphonia or aphonia, would
generally be discouraged in their jobs and seek alternative
employment.

Specifically, then, this study addressed the ques-
tions: (1) which professionals are typically treated in voice
clinics and what causes them to seek therapy; (2) what
percentage of the U.S. workforce can be called professional
voice users; and (3) what percentage of the U.S. workforce
requires a healthy voice for public safety reasons?

Voice Professionals Seen in Clinics

The factors believed to contribute most to abnor-
mal voicing are summarized by Johnson® in Table 1 (follow-
ing page). Itis logical to assume that these factors (primarily
misuse and overuse) are present, in part orin total, among the
voice professionals to be discussed in this paper. Personal
history forms in clinics everywhere confirm these underly-
ing factors.

Herrington-Hall and colleagues* found that of 73
different occupations represented in a sample of 1,262
clients, the ten most frequently seen groups were retired
persons (former occupation unknown), homemakers, fac-
tory workers, unemployed persons, executive managers,
teachers, students, secretaries, singers and nurses. Allten of
these groups had disorders related to vocal abuse, except for
retired persons.

In data obtained from 1,484 new clients seen in
eight major departments of phoniatrics in Sweden?, teaching
was the most common eccupation, followed by office work.
Large representations were also found among persons occu-
pied in social work, law and clerical work. Phonasthenia
(weak voice) was found to be the most prevalent diagnosis,
followed by vocal fold edema and recurrent nerve palsy.
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Table 1.
Factors Contributing to Abnormal Voice®

Loud talking, yelling, screaming

Hard glottal attacks

Singing or speaking outside acceptable physiological
range

Speaking in a noisy environment

Excessive coughing and throat clearing

Grunting (as in exercising and lifting)

Excessive talking

Loud, hard, abusive laughing

Producing voice when laryngeal tissues are inflamed

Misuse

Exposure  Alcohol consumption
Medication

Caffeine
Recreational drugs
Smoke

Reflux of stomach contents

Psychogenic Musculoskeletal tension
Causes

* (After Johnson, 1994)

Between 1991-1993, a quality of life questionnaire
was distributed to 174 voice clinic patients seeking treat-
ment from the Department of Otolaryngology, University of
lowa Hospitals and Clinics, and the Division of
Otolaryngology - Head and Neck Surgery, University of
Utah. Of those completing the questionnaire, 16.4% were
teachers, 4.4% each were entertainers (including actors and
singers), sales agents, office managers and secretaries, or
waiters; 3% each were bill collectors, buyers, ministers, or
craftspersons/machine operators. Most of the patients seen
were employed in occupations requiring the use of voice on
an ongoing basis in their daily work activities.’ The study is
continuing, and there are now about 460 patients.

The occupations identified in the above studies
appear similar to a second (informal) two-month survey
done on 121 patients seen at the University of lowa Hospi-
tals and Clinics, Otolaryngology Speech and Hearing Clinic
(unpublished data, 1996). Of the 70% who reported their
occupations, 12% were teachers, 11% were retired (former
occupation unknown), 9% were unemployed; 7% each were
salespeople, singers, students and farmers; and 5% were
homemakers.

The largest data set we found is being accumulated
at the University of Wisconsin (unpublished data, 1996).
The last patient count was 1,593, Teachers constitute about
20% of the clinic load, followed by singers (11%), sales-
people (10%), clerks (9%), administrators and managers
(7%) and factory workers (6%). Since there is considerable
information about employment, and since this data set was

easily assessable to us, we used this set as the primary source
in constructing our own data tables (shown later).

Voice Professionals as Percentage of Workforce

Unless otherwise noted, data on the size of occupa-
tional groups were obtained from government documents,
specifically the Statistical Abstracts of the United States®
and from the United States Bureau of Labor Statistics,
Employment and Earnings.”® For the remaining occupa-
tional groups, estimates were obtained from national orga-
nizations to which individuals in these occupations belong.
In all instances, effort was made to obtain 1994 figures (+ 1
year) to maintain consistency. Numbers were roundedtothe -
nearest thousandth and percentages calculated on the basis
of a total workforce of 123,060,000 in the United States in
1994. )

Results are shown in Table 2. The first column
shows populations in thousands, the second column the
percent of the labor force, and the third column (whenever
available) the percent of the Wisconsin clinic load. We will
briefly mention some of the main groups and subgroups.

Factory Workers

Factory workers are tabulated as a kind of “control
group”. We have no a priori reason to believe that factory
workers abuse or overuse their voices, except perhaps a
small percentage who shout in noisy environments and
another small percentage who are exposed (recall Table 1).
Factory workers do show up in voice clinics (about 6% of the
clinic load), but considerably less than would be expected as
the basis of their 15% representation of the workforce. The
majority of factory workers would not be considered profes-
sional voice users under the definition given in the Introduc-
tion.

Salespeople

The largest sector of professions identified as pos-
sibly being professional voice users are those in sales and
sales related occupations, numbering 15,956,000. This
group constitutes about 13% of the total workforce. First
impressions of customers are critical for all those who are in
the sales professions. These customerimpressions are based
not only on an outgoing and motivated personality, but also
an effective voice. Those who are in the telephone sales
must rely solely on their voice personality, without the
benefits of body language or written communication skills.

As a percentage of the clinic load, salespeople in
general are not remarkable. Their clinic load percentage is
about equal to their workforce percentage. There are some
interesting subgroups, however. Telephone marketers, of
whichthere were 955,000 in 1994°, constitute only 0.78% of
the U.S. workforce, but make up 2.3% of the clinic load. We
consider this a remarkable disproportion. The data do not
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Table 2.
~ Occupations and Their Representation in Voice Clinics
Qecupation (16 yrs and older) Total Number % of US. working % of clinic

(in thousands) population foad

Factory Workers 17,876 1453 56

Salespeople 15956 1297 103

Telephone Marketers 955 78 23
Door-to-Door Salespeople 335 27

Tickesr Reservazion/Travel Agents 260 21 04
Auctioneers 12 .0l

Stock Traders 7 .006

Other 14,387 11.69

Clerical Workers 13,004 10.57 86

Teachers 8,168 4.20 196
Special Education 308 25
Prekindergarten/kindergarten 496 ~0
Elementary 1634 133
Secondary 1197 97
Higher Education 826 .67
Other 695 56
Receptionists 93 a6
Lawyers/Judges 861 70
Judges 40 03
Lawyers 821 .67
Clergy m 30
Psychologists 280 23

Counselors u7 .19 1.6
Telephone Operators 168 a3
Interviewers/Recruiters 158 13
Public Relations Specialists 142 a2
Speech-Langnsge Pathologists 92 07
Actors/Directors 86 07
Broadcasters 77 06

Singers 23 02 115

Classical 3 002

Other 20 .02

TOTAL 55,427 45.08 512

make a distinction between those individuals who conduct
marketing surveys and those who actually sell products, but
that is immaterial for this study.

Door-to-doorsalespeople, totaling 335,000in 1994,
are also a small subset. This group constitutes 0.27% of the
U.S. workforce and is actually declining in size. Clinic load
data were not available to us.

Ticket and travel agents, totaling 260,000, spend
large portions of their day speaking with clients and airline
personnel, both face-to-face and over the telephone. They
constitute 0.21% of the U.S. workforce, but had twice the
representation in our voice clinic sample.

One would guess that auctioneers would be prime
candidates for vocal fatigue and, ultimately, voice disorders.
Their occupation demands the ability to speak (or chant)
quickly for hours at a time with little intermittent rest time.
In 1994, auctioneers numbered 12,000 (0.01% of the
workforce). Clinic populations are not known.

Stock and commodity traders are in a similar must-
speak situation. Many of them give oral instructions over
long distances on a large, noisy floor. This profession
comprises nearly 7,000 people according to the Securities
Traders Association and the Corporate Transfer Agents
Association'?. Data are unknown as to the breakdown of
those individuals actually buying and selling on the floor
versus those working in more quiet venues over the phone.

All total, then, the subgroups of heavy voice users
in sales identified here constitute about 1.3% of the working
population. We suspect that the percentage of the clinic load
will be about 3-4%, given that telephone marketers alone
make up over 2% of a clinic load sampled here.

Clerical Workers

Clerical workers constitute another type of “con-
trol group” in the sense that they are not considered profes-
sional voice users. There may be a few secretaries and
receptionists among them who speak much during the day,
but they do not affect the group at large. Note that their
percentage of the clinic load (9%) is similar to their percent-
age of the workforce (11%), indicating that the group as a
whole is not remarkable.

Teachers

Teachers represent 4.2% of the U.S. workforce.
This includes all levels of teaching: special education
(308,000), preschool (496,000), elementary (1,634,000),
secondary (1,197,000), and higher education (826,000).
Interestingly, teachers constitute about 20% of the voice
clinic load, a five-fold disproportion. This is quite remark-
able. .
A recent questionnaire distributed to 242 elemen-
tary and secondary education teachers in Utah and Nevada
revealed that teachers were more concerned than a control
group over options for future career if suffering from voice
problems. A related study, conducted jointly by the Univer-
sity of Iowa and the University of Utah, confirmed that
teachers represent the highest occupational group seen in
voice clinics. Twenty percent of the teachers surveyed
reported missing between one day and one week of work per
year because of their vocal conditions. The most frequently
cited vocal symptoms were hoarseness, vocal breathiness,
weakness, tiredness, effortfulness, andalow-speaking voice.!
[tis possible that teachers represent the highest occupational
group seen in voice clinics because they are aware of health
issues and where treatment may be sought. They may not
necessarily be ina profession of greatestrisk, butthey are the
best educated in options for help.

Many studies continue to be conducted to help
teachers become less susceptible to vocal fatigue. Rever-
beration times, sound levels and Rapid Speech Transmis-
sion Index values have been measured in occupied and
unoccupied classrooms in order to plan the acoustics in new
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schools and renovation of older schools.'"'? Gotass and
colleagues' compared teachers who experienced problems
with fatigue with those who did not. He discovered that
teachers who fatigue “tend to spend more time on activities
that appear to be vocally demanding.”

Receptionists and Public Relations Specialists

Receptionists and public relation specialists are the
up-front faces and voices of their organizations. They are
responsible for greeting people and serving as the interfaces
to the medial and general public. According to the 1994
statistics, receptionists represent 0.8% of the workforce and
public relations specialists represent 0.12% of the workforce.
We do not know at this point what fraction of a clinic load
they represent, but given their appreciable voice user under
a high visibility profile, we would guess 3-4%.

Lawyers/Judges

According to the 1994 statistics, there were 821,000
lawyers and 40,000 judges certified in the United States.
Less than half of the lawyers (about 350,000) are American
Bar Association (ABA) members. This association, when
polled by us, claimed that 60,000 ABA members are in-
volved regularly in courtroom litigation. Including the non-
ABA members, we estimate that 120,000 lawyers speak
regularly in court. This is about 0.1% of the workforce.
Many lawyers belong to specialty organizations. The ABA
Section of Criminal Justice has a membership of 9,790
attorneys. Lawyers with 12 ormore years of experience may
belong to the International Academy of Trial Lawyers,
which has a membership of 554.!° These two sub-groups
will be contacted in the future for further information on
voice use.

Clergy, Psychologists, Counselors, and Speech-Language
Pathologists

One-on-one oral communication is an important
part of the workload for the clergy, psychologists, counse-
lors and speech-language pathologists. In addition to one-
on-one counseling, many clergypersons deliver regular ser-
mons and some of them chant or sing. Speech-language
pathologists often serve as role models for vocal production.
In combination, these professionals constitute 0.8% of the
workforce. In the case of counselors, we found that while
they alone constituted only 0.2% of the workforce, they
made up 1.6% of a clinic population. This is, again, an
interesting disproportion, and suggests that voice misuse or
overuse may be a problem in this group.

Telephone Operators

Telephone operators (165,000 or 0.13% of the
workforce) are similar to telephone marketers in their daily
voice use. Due to automated telephone service being imple-
mented in recent years, the role of many telephone operators

has become more diverse. These individuals may not only
assist in placing long distance calls for current customers,
but have the added responsibility of acting as telephone
solicitors for prospective customers (U.S. Link, personal
communication, March 14, 1996). Their appearance in the
clinic (0.4%), is disproportionate in the same ratio (about
3:1) as telephone marketers.

Interviewers/Recruiters

According to the 1994 statistics, interviewers and
recruiters comprised approximately 158,000 (0.13%) of the
workforce. These individuals are similarto receptionists and
public relations specialists in that they often serve as a first
contact for their organizations. In another sense they are
similar to counselors and psychologists in that they spend
much time in one-on-one interaction. Specific clinic load
data are not available at present. ’

Actors, Directors, Broadcasters, and Singers

In 1994, there were 86,000 actors and directors
(approximately 0.07% of the U.S. workforce). A study in
Prague, conducted by Novak and colleagues™ on well-
trained actors, suggests that there is considerable vocal
fatigue in this group of voice professionals. In the research-
ers’ opinion, the fatigue is caused by either high vocal and
physical effort, or by emotional stress. Exact clinic popula-
tion data are unknown for actors.

Statistics obtained from the Radio and TV
Correspondent’s Association and the American Federation
of Television and Radio Artists indicate that there are
approximately 77,000 radio and TV broadcasters in the
United States.' Although this is a small percentage of the
workforce (.06%), broadcasters are an important sector of
voice professionals. The category we researched included
not only those who report news, weather, traffic, and sports,
but also talk-show hosts, of which there are an ever-increas-
ing number.

There are approximately 23,000 professional sing-
ers in the United States's, of which an estimated 3,500 are
classical singers (American Guild of Musical Artists, per-
sonal communication, May 28, 1996). Further breakdown
into country, rock, gospel, jazz, or blues is difficult because
many professional singers fit into multiple categories. The
concern singers have over their voices is evidenced by the
fact that 11.5% of our sampled clinic load were singers, a
huge disproportioninrelationto the fraction of the workforce
(0.02%).

Voice and Public Safety

We have identified a few occupations for which
poor oral communication could pose a public safety risk
(Table 3). According to our findings, approximately 3% of
the U.S. workforce are in this category, butitis notatall clear
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Table 3.
Occupations in Which Voice Use is Necessary for Public Safety
Occupation (16 yrs and older) Total Number % of U.S. working
(in thousands) population

Military 1,651 137
Officers 256 2!
Enlisted 1435 117
Police Officers 833 67
City 368 30
Suburban 220 18
County 193 16
State 52 04
Construction Supervisors 704 57
Dispatchers 226 .18
Police and Fire 27 02
Others 199 16
Firefighters/Fire Prevention 210 A7
Air Pilots/Navigators 104 08
Alr Traffic Controllers 17 o0
TOTAL . 3,788 305

which individuals give critical vocal commands and how
devastating miscommunication due to a poor voice can be in
this context.

For example, pilots and navigators in aircraft
(104,000) and air traffic controllers (17,000; Federal Avia-
tion Association, personal communication, April 3, 1996),
give many vocal commands, but perhaps there is enough
redundancy in these commands that vocal quality or loud-
ness may not be key considerations. Is there evidence of
frequent command repeats for some pilots or some traffic
controllers? We have no answers at this point.

Firefighters (210,000) and police officers
(833,000)'¢ must possess the ability to project commands
over the roar of sirens and other loud noises. Military
personnel are in a similar situation, particularly officers
(256,000) who give critical commands over radio links, or
enlisted personnel who give vocal commands in trenches or
over short distance electronic links.

Construction supervisors (704,000) confront simi-
lar problems. These individuals must have the ability to
instruct over noisy equipment, often using megaphones,
blow-homns, or walkie-talkies to assist them. We do not
know the extent to which errors occur.

Dispatchers (226,000) play an important role in
public safety. Their ability to correctly transmit instructions
over the radio to emergency personnel is crucial for timely
arrival and execution in crisis situations. In particular,
police and fire dispatchers (27,000 or 0.02% of the workforce)
play the most critical roles. Polling the city of Washington,
DC, we found one dispatcher (police and fire) per every
3,540 inhabitants (Washington DC Communication Divi-
sion, personal communication, July 30, 1996). In Minne-

apolis, Minnesota there is one per 6,133 (Minneapolis Emer-
gency Communications Department, personal communica-
tion, July 30, 1996) and in Cedar Rapids, lowa, one per 7,333
(Cedar Rapids Police Department, personal communica-
tion, July 30, 1996).

Conclusions and Future Studies

We have identified occupations for which voice is’
aprimary tool of trade. In these occupations, one encounters
long speaking times, high intensity speech, emotional speak-
ing and singing, and speaking in noisy environments. Lim-
ited data collected from clinics indicate a need to target
certain sub-populations and make them more knowledge-
able of proper vocal use. We hope that this study will
stimulate clinicians to modify their patient history forms to
be more specific about occupation and voice use. It would
then seem advantageous to promote good vocal health
through company-sponsored workshops and professional
organization newsletters.

At this time, there is not enough evidence in the
literature to show specific data on phonation times and
intensities in heavy voice-user sub-populations. Further
studies with voice accumulators that calculate phonation
time and intensity in a typical day, and studies that count the
frequency of miscommunication in critical situations, would
appear to be on top of the priority list.
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Introduction

The voice is a primary means of expression and oral
communication, and has lifelong importance to social well
being. The cry of the infant eventually becomes the voice of
the teacher, lawyer, singer, or receptionist; it provides a
means of livelihood formany. The voice is intimately related
to most individuals’ sense of self-identity. It is also an
indicator of health, emotion, age, and gender. “Voice” may
be defined int a broad (synonymous with speech) or narrow
sense®. In a narrow sense "voice” refers to vocalization,
production of the sound created by vocal fold vibration.
Phonation is the physical and physiological process of vocal
fold vibration. '

The components of the entire speech production
system (respiration, phonation, articulation, resonance) are
of relevance to voice disorders; however in this report, only
the anatomy and physiology of phonation and resonance as
they pertain to the growing child will be presented. The
discussion then turns to “voice” clinically; the disorders of
phonation (or “dysphonias”) seen in the pediatric age group.
Common causes of voice problems are reviewed, and their
evaluation and management.

Developmental Anatomy and Physiology of
Phonation and Resonance

An appreciation of the growth and development of
the larynx and vocal tract is helpful to gain perspective on
voice changes throughout infancy and childhood. In the
newborn, the larynx is positioned high in the neck with the
cricoid at C3 to C4 2. This arrangement facilitates simulta-
neous respiration and swallowing during feeding®. The
larynx gradually descends to the level C6 to C7 by fifteen
years. The effect of these changes on the voice are notrelated
to phonation but to the vocal tract resonances®*'. The

frequency of vocal tract formants drops as the vocal tract
enlarges. Changes with the vocal tract during puberty are
different for male and female; males increase the size of the
pharynx relative to the oral cavity more than females®'.
The structure of the larynx also changes. Extensive
measurements of the anatomic dimensions of the larynx in
infancy and childhood found that laryngeal growthrelates to

- age as overall body growth, that is a sigmoidal curve with

acceleration between birth and three years, then decelera-
tion, then rapid growth phase during puberty, especially in
males. The thyroid ala in infancy are positioned in a curving
semicircle of about 130 degrees. This narrows to 120
degrees in the prepubertal female and 110 degrees in the
male®, Kahane also documented the changes in external
laryngeal anatomy resulting from puberty®**. Significant
regional growth localized to the anterior aspect of the thyroid
cartilage was measured in laryngeal specimens of pubertal
males, i.e. formation of “Adam’s apple”. This results both in
the increase in length of the anterior vocal folds, and change
in the angle of the thyroid ala to 90 degrees. Other external
laryngeal measurements showed less dramatic differences
between pubertal males and females.

The studies of Hirano described the development
of the phonatory larynx*. Up to 10 years, the length of the
vocal fold does not vary much between males and females.
At ten years of age the length of membranous portion of the
vocal fold, about 6 to 8 mm, increases in females to 8.5 to 12
mm by age 20, but in males grows to 14.5 to 18 mm, more
than double in length. The cartilaginous (posterior) portion
of the vocal fold, formed by the arytenoid body and vocal
process, is at birth already about half the adult length. In
children, a larger portion of the glottis (space between the
vocal folds) comprises the posterior glottis. This has been
termed by Hirano et al as the “respiratory” glottis**. Indeed,
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respiratory and protective functions of the larynx play a
larger role than phonation in infants and children. The
membranous portion of the vocal folds is more susceptible
to edema than adults, yet because the membranous folds (the
anterior or “phonatory glottis”) comprise a smaller percent-
age of the entire glottal area these obstructive effects are
minimized, serving as a relative protection.

The acoustic output of the phonatory larynx is
produced by the vibration of the anterior membranous edges
of the vocal folds which periodically interrupt the airstream
from the lungs. This fundamental aspect of phonation is
creation and maintenance of mucosal traveling waves and
theirentrainment with the airflow?. Vibration, or oscillation,
is self-sustained by 1) the elastic recoil of vocal fold mucosa
and, 2) by alternating pressures within the glottis that sepa-
rate and bring together the folds’*'““. This traveling mu-
cosal wave, observed with high speed cinematography or
stroboscopy, is created by the interaction of the airflow with
the vocal fold mucosal cover. The inferior-to-superior
movement of the traveling wave is influenced by the pressure
of the airstream (lung pressure), the thickness of the vocal
folds, the approximation of the vocal folds, and the elasticity
of vocal fold tissue.

The most notable feature of the pediatric voice is
pitch change. The pitch drops throughout infancy, child-
hood, and adolescence, for both males and females. The
frequency of the infant’s cry is about 500 Hz, and this drops
by about one-half by age eight to ten. The male adolescent
voice goes through a transition, usually between 13 and 14
years of age, where the pitch drops about 50 Hz. This is due
to the anterior growth of the thyroid cartilage in response to
testosterone, that causes an increase in vocal fold length. An
additional change in laryngeal structure is an increase in bulk
of the thyroarytenoid muscle. This causes increase in
vertical thickness of the vocal fold as well as bulging of its
medial contour®. With this change glottal closure occurs
over a larger portion of the glottal cycle, and amplitude of
vocal fold vibration increases, resulting in aricher quality to
the voice. The pitch of both male and female voices
continues to gradually drop through the rest of adolescence.

The cry of an infant or scream of a distressed child
attest to the fact that children can create loud voices. Further
consideration reveals that levels of acoustic power (averag-
ing 70 decibels for conversational speech) comparable to
adults are generated with a much smaller phonatory and
respiratory mechanism. Several physiological principles
underlie this; including the dependence of vocal intensity on
frequency and lung pressure, and differences in the pediatric
respiratory system. Titze explained that vocal intensity
increases about 8 to 9 decibels per octave increase in
fundamental frequency®. However, other issues play into
the ability to drive shorter vocal folds at a faster rate, namely
lung pressure. In recent work, Stathopoulos and Sapienza
studied vocal intensity variations during phonation in 4 year

old and 8 year old children and adults®*. They found that for
comparable soft, comfortable, and loud phonation tasks the
children generated lung pressures 50 to 100 percent greater
than the adults. In association with this, rib cage excursion
for 4 year olds was equal to and for 8 year olds was nearly
twice that of adults. Because lung volume excursion in
children is about half that of adults, they explained that
children are required to move their rib cages more to achieve
the same lung volume displacement, and have greater lung
volume excursion relative to vital capacity during phonation.
These findings lead to the conclusion that children work
harder than adults to use their voice. This increased ex-
pended respiratory effort declines to adultlike patterns by 10
years of age™.

Besides the larynx, other sites in the vocal tract
where airflow is modified to create speech sounds include
the velopharynx, oral cavity, and lips. The functions of
articulation and resonance are intimately associated with
these structures. Though a comprehensive discussion of
these aspects of speech production is beyond the scope of this
report, itis helpful to review the structure and function of the
velopharynx, abnormalities of which may be associated with
voice disorders. The velopharynx is amusculomembranous
valve that, in addition to roles in deglutition and respiration,
acts as a sphincter to control airflow between oral and nasal
passages during speech. Its muscles are attached to the hard
palate and portions of the sphenoid and temporal bones.
Several paired muscular slings; palatopharyngeus,
palatoglossus, levator veli palatini, superior constrictor, and
musculus uvulae work in concert to elevate, depress, con-
strict, and relax the soft palate and pharyngeal walls that
modify airflow between the oral and nasal cavities. Reso-
nance, the amplification and filtering of sound waves pro-
duced by vocal fold vibration, is affected by the size and
shape of these and other resonator cavities in the vocal tract.
The opening and closure of the velopharyngeal valve is
related to the consonant and vowel sounds produced. In the
English language, the three nasal consonants /m/, /n/, /ng/
require opening of the VP valve, butin production of all other
consonants and vowels it closes.

Evaluation of Voice Problems

Voice problems can be described as abnormalities
in quality, pitch, loudness, and resonance. The most com-
mon voice quality problem is hoarseness. Causes of various
voice disorders are discussed below. The approach to
evaluation of a child with a voice problem differs from the
adultin several respects®. Voice disorders in children often
co-occur with speech, language, and developmental delays.
Children have limited ability to cooperate, so that any
procedures or assessment techniques must be performed in
the least-invasive and nonthreatening manner. Parents,
family members, and other care-givers are also included in
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Treatment

Treatment of pediatric vocal nodules is performed
with behavioral voice therapy. In the United States most
children have access to voice therapy through their local
school system. In most cases a note to the local school system
indicating the diagnosis of vocal nodules will allow the
speech pathologist within that school system to provide
behavior voice therapy at no expense to the child. Although
there is strong data suggesting that voice therapy is effica-
cious in the treatment of adult vocal nodules, there is less data
todocument the efficacy of the behavioral treatment of vocal
nodules in children. Since most children really do not care
about how their voice sounds, the motivation for following
certain voice and speech modifications is lacking. Particu-
larly when children are playing on the playground or in team
sports or other social activities. Due to this inability to follow
behavioral voice techniques some authors have advocated
that no behavioral voice therapy is really necessary since
pediatric nodules eventually spontaneously resolve. How-
ever, studies looking at behavioral treatment programs for
vocal nodules have reported success. Common behavioral
therapy strategies for vocal nodules are outlined in ap-
proaches by Maddern, Wilson and Andrews*’$4!,

Studies are not available which have indicated
efficacy for surgical treatment of pediatric vocal nodules, nor
have studies indicated better outcome than voice therapy.
Nevertheless, there may be some indications in which sur-
gery is warranted. Bouchayer and Cornut have indicated that
children have a higher incidence of congenital cysts, polyps
and sulci, seen only on microlaryngoscopy in children previ-
ously diagnosed with vocal nodules’. When a unilateral
vocal fold lesion is found it may be reasonable torecommend
excision since typically vocal nodules come in pairs. Incases
where it is clear that the child has reduced their vocal abuse
and is following recommended speech behavior but the
nodules are not resolving, then surgery may also be consid-
ered. It was suggested by Bouchayer and Cornut that these
conditions are usually not met until the child has at least
reached the ages of 9-117,

Even though nodules are thought to be essentially
related to vocal abusive behavior, other conditions may lead
toapredisposition for vocal nodules. Particularly inflamma-
tory conditions of the larynx may predispose the vocal folds
towards injury. Anacute episode of inflammation caused by
laryngitis could be a precipitating factor for the development
of nodules. However, chronic inflammatory conditions are
more likely to be associated with vocal fold nodules. The
most common of these chronic inflammatory conditions is
the coexistence of gastroesophageal reflux which spills into
the larynx, thus causing chronic inflammation of the vocal
folds. In some instances the hoarseness may be simply due
to the presence of reflux, without the presence of vocal
nodules. In other cases both vocal nodules and reflux may
exist. Treatment of the reflux may lead to complete resolu-

tion of the vocal fold nodules and hoarseness, or a combina-
tion treatment including control of the reflux and behavioral
voice therapy may be necessary. Another condition associ-
ated with nodules is the presence of velopharyngeal insuffi-
ciency. This condition occurs most often in children with
cleft palates. ’

Occasionally children may have other functional
voice problems in which the vocal folds look normal but
hoarseness exists. These functional voice problems are best
treated with voice therapy.

Vocal Fold Paralysis

Vocal fold paralysis refers to the inability of the
vocal fold to move in an adductory (closure) or abductory
(open) pattern. In the pediatric population, this lack of vocal
fold motion is usually neurogenic in origin. Vocal fold
closure and opening is due to the intrinsic muscles of the
larynx acting upon the arytenoid and cricoid. The
cricoarytenoid joint allows the arytenoid to swing medially
in an adductory pattern or laterally and posteriorly in an
abductory pattern. Adduction of the vocal folds occurs
during voicing, swallowing, or airway protection events such
as coughing. Abduction of the vocal folds occurs during
breathing or sniffing. Although there are some unusual
instances in which cricoarytenoid joint fixation is respon-
sible for impairment of vocal fold motion, the large majority
of pediatric vocal fold motion problems are due to neurologi-
cal conditions in which either the nerve has been disrupted or
impaired, or the central nervous system is impaired 3.
Therefore, the rest of this chapter will really refer to prob-
lems with vocal fold motion as laryngeal or vocal fold
paralysis. In discussing vocal fold paralysis, one should
remember that the anatomy of the innervation of the larynx
is different on the left than it is on the right. Although
neurological signals to the vocal fold musculature are carried
in the tenth cranial nerve and later in the recurrent laryngeal
nerve, these two nerves follow different courses. On the right
side the recurrent laryngeal nerve passes the larynx, hooks
around the subclavian artery to double back toward the
larynx. On the left side the recurrent laryngeal nerve comes
off of the vagus in the thorax, at the level of the aortic arch
and then heads back up towards the larynx. On both sides the
recurrent laryngeal nerve ascends in the groove between the
trachea and esophagus until it enters the larynx just posterior
to the cricothyroid joint. The route of the left recurrent
laryngeal nerve predisposes it towards many injuries of
thoracic origin.

Symptoms

Symptoms of vocal fold paralysis partially depend
on whether it is unilateral or bilateral. Unilateral laryngeal
paralysis refers to one vocal fold not moving while the other
is normal in motion. These patients usually present with a
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soft, breathy, weak or absent cry or voice. Aspiration and
feeding difficulties may or may not be present, depending on
how incompetent the larynx is in closure during swallow-
ing®. Aspiration pneumonia may occur in severe cases,
although most infants with unilateral vocal fold paralysis do
not have severe aspiration problems. Auditory breathing
may be present, stridor which may be inspiratory or biphasic
in nature, is not usually present?.

Bilateral vocal fold paralysis refers to the absence
of motion of both vocal folds. More recent reports show that
detailed examination of the larynx in many pediatric patients
who were initially diagnosed with bilateral vocal fold paraly-
sis may in fact have some adductory motion, but abduction
is impaired or absent%-*. Patients with bilateral vocal fold
paralysis or paresis present with stridor and airway difficul-
ties. Stridor is prominently inspiratory or biphasic. It may
be associated with other laryngeal problems such as
laryngomalacia. Aspiration and feeding difficulties may
exist and a breathy and weak cry may exist, although these
symptoms often are not as prominent as they are in children
with unilateral vocal cord paralysis. The subset of children
that have abductory paralysis are symptomatic from airway
distress, but usually have fairly normal feeding capabilities
and normal voice.

Interestingly, many infants with bilateral vocal fold
paralysis are able to get by surprisingly well during the first
few months of life. However, as their activity increases at
around 6-12 months of age, their demand for rapid oxygen
exchange due to increased activity makes them more symp-
tomatic. Many infants who do not need a tracheostomy
during the first few months of life may eventually require one
during the later months of the first year of life.

It is important to determine that the symptoms are
in fact related to the vocal fold paralysis. Particularly in the
newborn, inspiratory or biphasic stridor can be caused by
many conditions of the larynx '6. Subglottic stenosis may
also cause biphasic stridor and of course laryngomalacia is
the most common cause of inspiratory stridor. Other less
common conditions may cause inspiratory or biphasic stridor
and need to be diagnosed. The presence of stridor, airway
distress, recurrent aspiration, feeding difficulties or weak
voice should prompt an examination of the vocal folds. This
is done quite easily using a flexible laryngoscope or in some
cases a direct laryngoscopy. A flexible laryngoscopy or
bronchoscopy will allow assessment of the upper airway or
lower airway during breathing so the vocal fold motion can
be assessed and possible presence of other associated laryn-
geal or airway conditions can be assessed.

Etiology of Paralysis

Laryngeal paralysis can be congenital or acquired
and unilateral or bilateral. The following table lists condi-
tions associated with laryngeal paralysis (Table 1; see fol-
lowing page).

Most acquired left sided unilateral vocal fold pa-
ralysis is the result of traumatic injury or compression of the
left laryngeal nerve as it passes through the chest. In the
neonate this is most often due to cardiovascular surgery and
the most likely operation is ligation of a patent ductus
arteriosis. Metastatic chest disease is also a frequent cause
of left sided vocal fold paralysis.

Bilateral vocal fold paralysis in the neonate is most
often related to central neurologic disorders. The most
common of those being the presence of hydrocephalus or
Arnold-Chiari malformations 5. The finding of bilateral
vocal fold paralysis should prompt an evaluation of the
central nervous system for the presence of hydrocephalus,
Arnold-Chiari Malformation, cerebral agenesis, or if the
child has had a ventricular shunt placed then a possibility of
shunt dysfunction must be considered®. Occasionally bilat-
eral vocal fold paralysis is the first indication of shunt
dysfunction. Fortunately, congenital bilateral vocal fold
paralysis due to central nervous system causes have a mod-
erate recovery rate, either spontaneously or after treatment of
the underlying condition %.

Bilateral vocal fold paralysis from syndromes,
trauma or other thoracic diseases are less likely to recover
spontaneously. A table of genetic syndromes associated
with vocal fold paralysis is given® (Table 2).

Management

Management of vocal fold paralysis depends on the
severity of the symptoms and the underlying cause for the
paralysis. Many cases of unilateral vocal fold paralysis do
notneed treatment as the larynx compensates for the problem
or the symptoms are not severe enough to warrant interven-
tion. As some cases of bilateral or unilateral paralysis may
spontaneously recover, in the pediatric population it is rec-
ommended that surgical treatment be delayed until it is
certain that spontaneous recovery will not occur. This period
of delay may be from nine months to two years. A child with
significantairway distress needs emergent management. On
the other hand, a child with a slightly weak voice, but is
otherwise asymptomatic, can afford to wait years before
management.

The optimal method of diagnosis is with the use of
a flexible laryngoscope. There are occasional instances
where direct laryngoscopy is useful to determine whether
cricoarytenoid joint fixation is present. At present, the use of
electromyography for the diagnosis and management of
vocal fold paralysis is not clinically helpful. As further
studies are done evaluating this method of evaluation and the
information it provides, its role will be better established.

Maintenance of the airway and protection of the
airway during feeding is of prime importance. The ability to
breath normally and to eat are critical, especially in the first
few months of life. Failure to thrive can be associated with
animpaired airway. If significant airway difficulty is present
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Table 1. Conditions Associated with Laryngeal Paralysis

=

Central nervous system
Cerebral agenesis
Hydrocephalus
Encephalocele
Meningomyelocele
Meningocele
Amold-Chiari malformation
Nucleus ambiguous dysgenesis
Associated multiple congenital anomalies

Mental retardation

Down Syndrome

Other cranial nerve palsies

Peripheral nervous system

Congenital defect in peripheral nerve fiber at
neuromuscular junction, as in myasthenia gravis
Platybasia

Cardi [ i
Cardiomegaly

Interventricular septal defect

Tetralogy of Fallot
Abnormal great vessels

Vascular ring

Dilated aorta

Double aortic arch
Patent ductus arteriosus
Transposition of the great vessels

(ssociated with ot} tal i
Tumors or cysts of mediastinum (bronchogenic cyst)
Malformation of the tracheobronchial tree
Esophageal malformation

Cyst

Duplication

Atresia

Tracheoesophageal fistula
Diaphragmatic hernia
Erb Palsy
Cleft palate
Laryngeal anomalies

Laryngeal cleft

Subglottic stenosis

Laryngomalacia

Trauma

Birth injury

Post-surgical correction of cardiovascular or
esophageal anomalies

Infections
Whooping cough encephalitis
Polyneuritis
Polioencephalitis
Diphtheria
Rabies

Syphilis

Tetanus
Botulism
Tuberculosis
Guillain-Barre

Supranuclear and nuclear lesions
Kemicterus
Muttiple sclerosis

Reprint Courtesy of W.B. Saunders Company,
Philadelphia, PA; 1995.
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then a tracheostomy is still the gold standard for treatment of
bilateral vocal fold paralysis. Cavanaugh and Holinger re-
ported a fifty percent occurrence of tracheostomy in children
with bilateral vocal fold paralysis'®*. It is uncommon to
have to do a tracheostomy in unilateral vocal fold paralysis.
The tracheostomy may be removed when the vocal fold
paralysis resolves, the condition is treated, or if the condition
is permanent laryngeal surgery is done to improve the air-
way.

For permanent bilateral vocal fold paralysis there
are many procedures designed to improve the laryngeal
airway or bypass it. As mentioned earlier, tracheostomy is a
gold standard in which the vocal folds are left intact and the
larynx is simply bypassed for breathing. Although a
tracheostomy is acceptable in the pre-school and occasion-
ally elementary school child, tracheostomy becomes an
increasingly socially difficult problem in the older child and
inthe teenager. Therefore, ifitis apparent that bilateral vocal

fold paralysis is permanent, other solutions besides a
tracheostomy are sought for as the child enters the school
environment. These other options include unilateral
arytenoidectomy, unilateral or bilateral cordotomy, arytenoid
separation surgery, and arytenoid lateralization surgery. All
of these surgeries aim at providing a larger laryngeal airway,
by either removing or positioning arytenoid or vocal fold
tissue laterally. The tradeoff of all of these surgeries is amore
breathy voice. An arytenoidectomy refers to the removal of
the arytenoid, thus providing a larger glottic airway. This has
been quite successful in allowing children to be decannulated
from their tracheostomy ® A cordotomy refers to the
sectioning or releasing of the membranous vocal fold from
the vocal process®. This procedure has been shown to be
quite effective in adults, although its use in children has been
limited. One of the advantages to this procedure is that it can
be done in gradation so that this procedure can be employed
in combination with other procedures when just a little bit

Table 2. Genetic Syndromes Associated with Voice Disorders

Cri-du-chat Chromosomal 5p- || Micrognathia, Unilateral adductor
Syndrome hypotonia, mental paralysis; asymmetrical
retardation, midline oral || epiglottis, displaced
clefts aryepiglottic folds
Gerhardt Autosomal CNS involvement, Adductor paralysis; 27, 49, 50
| Syndrome dominant tracheostomy required || hoarseness, stridor
Private familial || X-linked recessive || Marked physical and Abductor paralysis 53,62
syndrome or autosomal mental retardation
Private familial || X-linked recessive Abductor paralysis 18
syndrome
Private familial }} Chromosome 6 None reported Bilateral adductor 46
syndrome linkage to HLA, paralysis, progressive
glyoxalase I hoarseness
(GLO)
Private familial || Unknown genesis || Cricopharyngeal Abductor paralysis, 31
syndrome achalasia, cyanosis stridor, high-pitch low-
volume cry

Reprint Courtesy of John S. Rubin, M.D., Robert T. Sataloff, M.D., DM.A.,
Gwen S. Korovin, M.D., and Wilbur J. Gould, M.D., from the book
Diagnosis and Treatment of Voice Disorders, lgaku-Shoin Medical Publishers, New York, NY; 1995.
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more airway width is needed. Lateralization arytenoidectomy
procedures refer to repositioning the arytenoid or vocal
process in a permanently lateralized position, thus creating a
largerairway®. Arytenoid separation surgery has been fairly
recently described and is employed for those patients who
have some residual adductory motion but impaired or absent
abduction . This is occasionally seen in patients with
central nervous system origins for their laryngeal paralysis.
The surgery does not interfere with arytenoid motion and
henceadductory motion may be preserved while the arytenoids
are positioned in a further lateral resting position. The
theoretical advantage of this operation is that if adduction is
preserved then voice may remain normal. Further experi-
ence with this operation will determine its role in treatment
of this disorder.

Since unilateral vocal fold paralysis often recovers,
conservative management in treating this problem is recom-
mended. Unfortunately, in the pediatric population most
unilateral vocal fold paralysis is traumatically or iatrogenically
caused or is a result of chest malignancy®?. These are
generally cases that do not spontaneously recover. There is
no clear consensus as to the best way to treat this condition
for improvement of their voice. Historically this condition
has been treated with Teflon® (polytetrafluoroethylene)
injection. Over the last ten years the complications and
drawbacks for this material for injection have been detailed
241 This is primarily due to the inflammatory reaction which
Teflon® can cause in the vocal folds. Most pediatric
otolaryngologists no longer employ Teflon® as a primary
means of treatment for this disorder. Unfortunately, there are
no other good materials for injection, although other materi-
als have been tried. Fatinjection into the vocal fold has been
described and is oftentimes employed. The advantage of fat
injection to augment the vocal fold in unilateral vocal fold
paralysis is biocompatibility. The disadvantage is that
frequently the fat reabsorbs or is phagocytized and the
resulting voice gains are not permanent. Another material
used has been gelfoam, although gelfoam lasts only for a
short while (3-6 weeks).

Laryngeal thyroplastic operations are commonly
employed in the adult population, but may have somewhat
limited use in the pediatric population!**. These procedures
refer to medialization of the vocal fold from an external
approach. In this procedure the vocal fold is medialize by
pushing in a block of thyroid cartilage next to the vocal fold.
This procedure has been successful in eliminating the aspi-
ration problems of unilateral vocal fold paralysis in the
pediatric population ¥. Another surgery, arytenoid adduc-
tion, is a procedure used very successfully in the adult
population for correction of unilateral vocal fold paralysis.
This procedure has been successfully employed in the teen-
age population, but it is not recommended for patients who
do not have amature pharynx since the operation may fix the
distance between the arytenoid and thyroid cartilage®.

Velopharyngeal Inadequacy or Hypernasality

Velopharyngeal inadequacy (VPI)isa generic term
used to designate any type of abnormal velopharyngeal
function which results in inadequate separation of the oral
and nasal cavities during speech production. During normal
speech the nasal chamber should be separated from the oral
chamber. This separation occurs from elevation of the soft
palate towards the posterior pharyngeal wall and adenoid
area and also from medial movement of the lateral pharyn-
geal walls at the same level. This results in a sphincteric
closure or separation of the oral from the nasal space. This
closure also occurs during swallowing and during certain
activities such as blowing and sucking. During speech there
are only three consonants in which air is sent purposefully
through the nose. These are “m”, “n” and “ng”. Otherwise
all of the English language is produced with air traveling
from the larynx through the mouth.

When there is an abnormal amount of air traveling
through the nose during speech the speech is characterized
by a particular resonance pattern which is referred to as
hypernasal speech. Many cleft palate individuals have this
characteristic and hence the speech is often referred to as
cleft palate speech. Hyponasality or denasality is character-
ized by the lack of anormal amount of air resonating through
the nose. This characteristic of speech is oftenseen in people
with huge, obstructing adenoids.

Hypernasality and the associated VPI may be due to
a number of conditions including cleft palate, submucous
cleft palate, congenital palatal incompetence, and many
neurologic diseases which effect the ability of the palate to
precisely and timely close and open the nasopharynx during
articulated speech sentences. A submucous cleft palate may
be hard to diagnose, but can be detected by the presence of
a bifid uvula, a palpable notch at the posterior edge in the
midline of the hard palate, and an associated bluish colored
area or furrow down the middle of the hard palate which
corresponds to the lack of muscle across the middle of the
soft palate and is referred to as the zona pellucida. Congeni-
tal palatal incompetence is a term used to designate children
in which the palate is often structurally normal but simply
does not work adequately. Children with congenital palatal
incompetence may have short palates or palates of adequate
length but do not have adequate motion of their palate in their
attempts to separate their nose from their mouth during
speech.

In cases where congenital palatal incompetence is
expected or a submucous cleft may exist, the diagnosis of
syndromes which may cause palatal incompetence or palatal
clefting should be entertained. One such syndrome thatbears
mentioning is that of velocardiofacial syndrome.
Velocardiofacial syndrome is an underrecognized condition
in which velopharyngeal insufficiency is associated with
submucous cleft palate, poor pharyngeal motion referred to
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as pharyngeal hypotonia, cardiac abnormalities, learning
disabilities and small stature®’.

Patients with congenital palatal incompetence or
submucous cleft are at risk for VPI following any surgical
intervention which affects the nasopharynx. The mostcom-
mon operation performed in this area is an adenoidectomy.
Anadenoidectomy may precipitate velopharyngeal dysfunc-
tion and may unmask or lead to hypernasal speech. To an
untrained listener it is sometimes difficult to determine
whether the speech characteristics reflect hypernasality or
hyponasality. Performing an adenoidectomy in patients with
hyponasal speech will result in improved speech. Perform-

ing an adenoidectomy in someone with hypernasal speech
will lead to worsening of the condition. Therefore, a correct
diagnosis of the problem is imperative. This can sometimes
be facilitated by consultation with a speech pathologist
trained in diagnosing and treating resonance disorders like
velopharyngeal insufficiency.

Frequently the degree of hypernasality or
hyponasality is an issue and may be a factor in treatment
options planned. The degree of hyponasality orhypernasality
is assessed by instrumentation known as nasometry *. The
nasometer is amicrocomputer based instrument designed for
assessment of treatment for individuals with nasality prob-

Table 3. Referral Considerations for Velopharyngeal Inadequacy

Etiologies based on mislearning
(i.e. phoneme specific nasal
emissions)

Normal subjective ratin